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Design fur hohe Verfugbarkeit und Ausfallsicherheit in
Amazon EKS-Anwendungen

Haofei Feng, Frank Fan und Rus Kalakutskiy, Amazon Web Services () AWS

Oktober 2025 (Geschichte der Dokumente)

Die Sicherstellung von Hochverfugbarkeit (HA) und Resilienz beim Anwendungsdesign ist
entscheidend, um ein Recovery Point Objective (RPO) und Recovery Time Objective (RTO) von
nahezu Null zu erreichen. Da Unternehmen ihre Anwendungen zunehmend auf Kubernetes-
Umgebungen migrieren und modernisieren, steigt die Nachfrage nach robusten und skalierbaren
Lésungen weiter. Amazon Elastic Kubernetes Service (Amazon EKS) hilft Ihnen dabei,
containerisierte Anwendungen effizient und skalierbar zu verwalten.

Dieser Leitfaden befasst sich mit einer Reihe allgemein anerkannter Empfehlungen und Best
Practices fur die Entwicklung und Verwaltung von Amazon EKS-Microservice-Anwendungen. Diese
Erkenntnisse basieren auf umfangreicher Erfahrung und realen Implementierungen und bieten
Architekten und Entwicklern wertvolle Hinweise. Implementieren Sie diese Empfehlungen fir eine
hohe Leistung, Zuverlassigkeit und Skalierbarkeit Ihrer Kubernetes-basierten Anwendungen, um
einen robusten Betrieb zu gewahrleisten.
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Uberlegungen zum Design fiir hohe Verfiigbarkeit und
Ausfallsicherheit

Das Modell der gemeinsamen Verantwortung wird mit Kubernetes immer komplexer. Verflugbarkeit
und Belastbarkeit der Amazon EKS-Kontrollebene werden von Amazon Web Services verwaltet
(AWS). Ihr Unternehmen verwaltet die Datenebene, was die Leistung und Verfligbarkeit lhrer
Microservices-Anwendungen erheblich beeintrachtigen kann.

Wenn Sie eine hochverfligbare und robuste Anwendung auf Amazon EKS entwerfen, sollten Sie die
folgenden Komponenten berlicksichtigen:

 Die Microservices-Anwendung: ihre Pods und Container

+ Die Workload-Datenebene: Ingress Controller, Pod, Systemkomponenten wie das Amazon Virtual
Private Cloud (Amazon VPC) Container Network Interface (CNI), Service Mesh-Sidecars und
Kube-Proxy

» Die Workload-Management-Ebene: Controller, Zugangscontroller, Netzwerkrichtlinien-Engines und
persistenter Datenspeicher fur diese Komponenten

* Die Kubernetes-Steuerebene

* Infrastruktur: Knoten, Netzwerk und Netzwerkgerate

Zu den ersten drei Uberlegungen, die sich auf Komponenten beziehen, die in einem Kubernetes-
Cluster ausgeflihrt werden, werden in diesem Leitfaden die folgenden Themen behandelt:

» Verteilung der Workloads auf Knoten und Availability Zones

» Schutz kritischer Workloads mit einer PDB

» Konfiguration von Tests und Zustandsprifungen

« Konfiguration von Container-Lebenszyklus-Hooks

» Grundlegendes zur Entfernung von Pods bei zonalen Stérungen

Verteilen Sie Workloads auf Knoten und Availability Zones

Die Verteilung eines Workloads auf Ausfalldomanen wie Availability Zones und Knoten verbessert die

Verflugbarkeit der Komponenten und verringert die Ausfallwahrscheinlichkeit horizontal skalierbarer

Verteilen Sie die Workloads 2


https://docs.aws.amazon.com/eks/latest/userguide/managing-vpc-cni.html
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Anwendungen. In den folgenden Abschnitten werden Moglichkeiten zur Verteilung von Workloads auf
Knoten und Availability Zones vorgestellt.

Verwenden Sie Einschrankungen bei der Verteilung der Pod-Topologie

Beschrankungen fur die Verteilung der Kubernetes-Pod-Topologie weisen den Kubernetes-Scheduler
an, Pods, die von ReplicaSet oder StatefulSet Uber verschiedene Ausfalldoméanen (Availability
Zones, Knoten und Hardwaretypen) verwaltet werden, zu verteilen. Wenn Sie Beschrankungen fur
die Verteilung der Pod-Topologie verwenden, kdnnen Sie Folgendes tun:

» Verteilen oder konzentrieren Sie Pods je nach Anwendungsanforderungen auf verschiedene
Fehlerdomanen. Sie kbnnen Pods beispielsweise verteilen, um die Ausfallsicherheit zu erhéhen,
und Sie kénnen Pods aus Griunden der Netzwerkleistung konzentrieren.

+ Kombinieren Sie verschiedene Bedingungen, z. B. die Verteilung auf Availability Zones und die
Verteilung auf mehrere Knoten.

* Geben Sie die bevorzugte Aktion an, wenn die Bedingungen nicht erfullt werden kénnen:

* Verwenden Sie diese Option whenUnsatisfiable: DoNotSchedule zusammen mit einer
Kombination aus maxSkew undminDomains, um strenge Anforderungen an den Scheduler zu
stellen.

« Wird verwendetwhenUnsatisfiable: ScheduleAnyway, um zu reduzierenmaxSkew.

Wenn eine Fehlerzone nicht mehr verfligbar ist, werden die Pods in dieser Zone fehlerhaft.
Kubernetes plant die Pods neu und halt sich dabei, wenn moglich, an die Verbreitungsbeschrankung.

Der folgende Code zeigt ein Beispiel fur die Verwendung von Verteilungsbeschrankungen fur die
Pod-Topologie tber Availability Zones oder Uber Knoten hinweg:

spec:
selector:
matchLabels:
app: <your-app-label>
replicas: 3
template:
metadata:
labels: <your-app-label>
spec:
serviceAccountName: <ServiceAccountName>

Verwenden Sie Einschrankungen bei der Verteilung der Pod-Topologie 3
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topologySpreadConstraints:
- labelSelector:
matchLabels:
app: <your-app-label>
maxSkew: 1
topologyKey: topology.kubernetes.io/zone # <---spread those pods evenly over
all availability zones
whenUnsatisfiable: ScheduleAnyway
- labelSelector:
matchLabels:
app: <your-app-label>
maxSkew: 1
topologyKey: kubernetes.io/hostname # <---spread those pods evenly over all

nodes
whenUnsatisfiable: ScheduleAnyway

StandardmafRige Einschrankungen flr die clusterweite Topologieverteilung

StandardmaRig bietet Kubernetes eine Reihe von Beschrankungen fur die Topologieverteilung fur die
Verteilung von Pods auf Knoten und Availability Zones:

defaultConstraints:
- maxSkew: 3
topologyKey: "kubernetes.io/hostname"
whenUnsatisfiable: ScheduleAnyway
- maxSkew: 5
topologyKey: "topology.kubernetes.io/zone"
whenUnsatisfiable: ScheduleAnyway

® Note
Anwendungen, die unterschiedliche Arten von Topologieeinschrankungen bendtigen, kdnnen
die Richtlinie auf Clusterebene auller Kraft setzen.

In den Standardeinschrankungen ist ein hoher Wert festgelegtmaxSkew, was flir Bereitstellungen
mit einer kleinen Anzahl von Pods nicht sinnvoll ist. KubeSchedulerConfigurationKann
derzeit in Amazon EKS nicht geandert werden. Wenn Sie andere Gruppen von Beschrankungen
fur die Topologieverteilung durchsetzen mussen, sollten Sie die Verwendung eines mutierenden
Zugangscontrollers in Betracht ziehen, wie im folgenden Abschnitt beschrieben. Sie kénnen

Verwenden Sie Einschrankungen bei der Verteilung der Pod-Topologie


https://kubernetes.io/docs/concepts/scheduling-eviction/topology-spread-constraints/#internal-default-constraints
https://kubernetes.io/docs/concepts/scheduling-eviction/topology-spread-constraints/#internal-default-constraints
https://github.com/aws/containers-roadmap/issues/1468
https://github.com/aws/containers-roadmap/issues/1468
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auch die standardmafigen Beschrankungen fir die Topologieverteilung steuern, wenn Sie einen
alternativen Scheduler verwenden. Die Verwaltung benutzerdefinierter Scheduler erhéht jedoch die
Komplexitat und kann Auswirkungen auf die Clusterausfallsicherheit und Hochverfligbarkeit haben.
Aus diesen Griinden empfehlen wir nicht, einen alternativen Scheduler nur fir Einschrankungen der
Topologieverteilung zu verwenden.

Die Gatekeeper-Richtlinie fir Beschrankungen der Topologieverteilung

Eine weitere Option zur Durchsetzung von Beschrankungen der Topologieverteilung besteht darin,

eine Richtlinie aus dem Gatekeeper-Projekt zu verwenden. Gatekeeper-Richtlinien werden auf
Anwendungsebene definiert.

Die folgenden Codebeispiele zeigen die Verwendung einer Gatekeeper OPA Richtlinie fur die
Bereitstellung. Sie kénnen die Richtlinie an Ihre Bedurfnisse anpassen. Wenden Sie die Richtlinie
beispielsweise nur auf Bereitstellungen an, die das Label tragenHA=true, oder schreiben Sie eine
ahnliche Richtlinie mit einem anderen Policy-Controller.

Dieses erste Beispiel zeigt die ConstraintTemplate Verwendung
mitk8stopologyspreadrequired_template.yml:

apiVersion: templates.gatekeeper.sh/vl
kind: ConstraintTemplate
metadata:
name: k8stopologyspreadrequired
spec:
crd:
spec:
names:
kind: K8sTopologySpreadRequired
validation:
openAPIV3Schema:
type: object
properties:
message:
type: string
targets:
- target: admission.k8s.gatekeeper.sh
rego: |
package k8stopologyspreadrequired

get_message(parameters, _default) =3D msg {

Verwenden Sie Einschrankungen bei der Verteilung der Pod-Topologie 5
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not parameters.message
msg :=_default
}

get_message(parameters, _default) =3D msg {
msg := parameters.message

}

violation[{"msg": msg}] {
input.review.kind.kind ="Deployment"
not input.review.object.spec.template.spec.topologySpreadConstraint
def_msg :"Pod Topology Spread Constraints are required for Deployments
msg :get_message(input.parameters, def_msg)

Der folgende Code zeigt das constraints YAML-
Manifestk8stopologyspreadrequired_constraint.yml:

apiVersion: constraints.gatekeeper.sh/vlbetal
kind: K8sTopologySpreadRequired
metadata:
name: require-topologyspread-for-deployments
spec:
match:
kinds:
- apiGroups: ["apps"]
kinds: ["Deployment"]
namespaces: ## Without theses two lines will apply to the whole cluster
- "example"

Wann sollten Topologie-Spread-Beschrankungen verwendet werden

Erwagen Sie die Verwendung von Beschrankungen fir die Topologieverteilung in den folgenden
Szenarien:

 Jede horizontal skalierbare Anwendung (z. B. statusfreie Webdienste)

« Anwendungen mit aktiv-aktiven oder aktiv-passiven Replikaten (z. B. NoSQL-Datenbanken oder -
Caches)

+ Anwendungen mit Standby-Replikaten (z. B. Controller)

Verwenden Sie Einschrankungen bei der Verteilung der Pod-Topologie 6
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Zu den Systemkomponenten, die flir das horizontal skalierbare Szenario verwendet werden kénnen,
gehoren beispielsweise die folgenden:

» Cluster Autoscaler und Karpenter (mit und) replicaCount > 1 leader-elect = true

 AWS Load Balancer Balancer-Controller
» CoreDNS

Pod-Affinitat und Anti-Affinitat

In einigen Fallen ist es von Vorteil, sicherzustellen, dass nicht mehr als ein Pod eines bestimmten
Typs auf einem Knoten ausgefihrt wird. Um beispielsweise zu vermeiden, dass mehrere
netzwerkintensive Pods auf demselben Knoten geplant werden, kdnnen Sie die Anti-Affinitatsregel
mit der Bezeichnung oder verwenden. Ingress Network-heavy Wenn Sie verwendenanti-
affinity, kdnnen Sie auch eine Kombination der folgenden Optionen verwenden:

» Makel auf netzwerkoptimierten Knoten
» Entsprechende Toleranzen bei netzwerkintensiven Pods

» Knotenaffinitat oder Knotenauswahl, um sicherzustellen, dass netzwerkintensive Pods
netzwerkoptimierte Instanzen verwenden

Als Beispiel werden netzwerkintensive Pods verwendet. Mdglicherweise haben Sie unterschiedliche
Anforderungen, z. B. GPU, Arbeitsspeicher oder lokalen Speicher. Weitere Anwendungsbeispiele und
Konfigurationsoptionen finden Sie in der Kubernetes-Dokumentation.

Pods neu ausbalancieren

In diesem Abschnitt werden zwei Ansatze fir das Rebalancing von Pods in einem Kubernetes-
Cluster erortert. Der erste verwendet den Descheduler flr Kubernetes. Der Descheduler tragt zur
Aufrechterhaltung der Pod-Verteilung bei, indem er Strategien zur Entfernung von Pods durchsetzt,
die gegen Beschrankungen der Topologieverteilung oder gegen Anti-Affinitatsregeln versto3en. Der
zweite Ansatz verwendet die Karpenter Funktion zur Konsolidierung und zum Bin-Packen. Bei der
Konsolidierung wird die Ressourcennutzung kontinuierlich bewertet und optimiert, indem Workloads
auf weniger, aber effizienter gepackte Knoten konsolidiert werden.

Wir empfehlen die Verwendung von Descheduler, wenn Sie Karpenter nicht verwenden. Wenn
Sie Karpenter und Cluster Autoscaler zusammen verwenden, kdnnen Sie Descheduler mit Cluster
Autoscaler flr Knotengruppen verwenden.

Pod-Affinitat und Anti-Affinitat 7


https://github.com/kubernetes/autoscaler/tree/master/cluster-autoscaler
https://karpenter.sh/
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Descheduler fir gruppenlose Knoten

Es gibt keine Garantie daflr, dass die Topologieeinschrankungen auch dann eingehalten werden,
wenn Pods entfernt werden. Beispielsweise kann die Verkleinerung einer Bereitstellung zu einer
unausgewogenen Pod-Verteilung fiihren. Da Kubernetes die Beschrankungen der Verteilung

der Pod-Topologie jedoch nur in der Planungsphase verwendet, bleiben Pods in der gesamten
Ausfalldomane unausgewogen.

Um in solchen Szenarien eine ausgewogene Pod-Verteilung aufrechtzuerhalten, kbnnen Sie

Descheduler for Kubernetes verwenden. Descheduler ist ein nitzliches Tool fir mehrere Zwecke,

z. B. um das maximale Pod-Alter oder die maximale Gultigkeitsdauer (TTL) durchzusetzen
oder die Nutzung der Infrastruktur zu verbessern. Im Zusammenhang mit Ausfallsicherheit und
Hochverflugbarkeit (HA) sollten Sie die folgenden Descheduler-Strategien in Betracht ziehen:

» RemovePodsViolatingTopologySpreadConstraint

* RemovePodsViolatingInterPodAntiAffinity

» RemoveDuplicates

Karpenter-Funktion zur Konsolidierung und zum Einpacken von Papierkorben

Far Workloads, die Karpenter verwenden, kdnnen Sie die Konsolidierungs- und Bin-Packing-
Funktionen verwenden, um die Ressourcennutzung zu optimieren und die Kosten in Kubernetes-
Clustern zu senken. Karpenter bewertet kontinuierlich die Pod-Platzierungen und die
Knotenauslastung und versucht, Workloads nach Mdéglichkeit auf weniger, effizienter gepackte
Knoten zu konsolidieren. Dieser Prozess beinhaltet die Analyse der Ressourcenanforderungen unter
Berucksichtigung von Einschrankungen wie Pod-Affinitatsregeln und die potenzielle Verschiebung
von Pods zwischen Knoten, um die Cluster-Effizienz insgesamt zu verbessern. Der folgende Code
enthalt ein Beispiel:

apiVersion: karpenter.sh/vlbetal
kind: NodePool
metadata:
name: default
spec:
disruption:
consolidationPolicy: WhenUnderutilized
expireAfter: 720h

Fir consolidationPolicy kénnen Sie WhenUnderutilized oder verwendenWhenEmpty:

Pod-Affinitat und Anti-Affinitat 8
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* Wenn auf gesetzt consolidationPolicy istWhenUnderutilized, berlicksichtigt Karpenter
alle Knoten bei der Konsolidierung. Wenn Karpenter einen Knoten entdeckt, der leer oder zu wenig
genutzt ist, versucht Karpenter, den Knoten zu entfernen oder zu ersetzen, um die Kosten zu
senken.

* Wenn auf gesetzt consolidationPolicy ist, berlicksichtigt Karpenter fir die Konsolidierung nur
KnotenWhenEmpty, die keine Workload-Pods enthalten.

Die Entscheidungen von Karpenter zur Konsolidierung basieren nicht ausschlielich auf der
prozentualen CPU- oder Speicherauslastung, die Sie méglicherweise in Uberwachungstools
sehen. Stattdessen verwendet Karpenter einen komplexeren Algorithmus, der auf Pod-
Ressourcenanforderungen und potenziellen Kostenoptimierungen basiert. Weitere Informationen
finden Sie in der Karpenter-Dokumentation.

Schutzen Sie kritische Workloads mit einer PDB

Ein Pod-Disruptionsbudget (PDB) ist ein wesentliches Merkmal fir die Aufrechterhaltung der
Hochverflgbarkeit von Anwendungen in einem Cluster. Die PDB spezifiziert eine ZielgrolRe, d. h.

die Mindestverflgbarkeit fir einen bestimmten Podtyp. Das bedeutet, dass zu einem bestimmten
Zeitpunkt eine Mindestanzahl von Replikaten eines bestimmten Pod-Typs ausgeflhrt werden muss.
Wenn die Anzahl der laufenden Replikate unter die ZielgréRe fallt, verhindert Kubernetes weitere
Unterbrechungen der verbleibenden Replikate, bis die ZielgréRe erreicht ist. PDBs tragen dazu bei,
dass Workloads von diesen Ereignissen nicht beeintrachtigt werden und ununterbrochen weiterlaufen
kénnen. Wenn eine Stérung auftritt, versucht Kubernetes, Pods ordnungsgemal} von den betroffenen
Knoten zu entfernen und dabei die in der PDB angegebene Anzahl von Replikaten beizubehalten.

Sie kénnen eine PDB verwenden, um die Anzahl und Anzahl der Replikate zu deklarieren.
minAvailable maxUnavailable Wenn Sie beispielsweise mdchten, dass mindestens drei Kopien
Ihrer App verfugbar sind, erstellen Sie eine PDB, die dem folgenden Beispiel ahnelt:

apiVersion: policy/vlbetal
kind: PodDisruptionBudget
metadata:

name: my-svc-pdb
spec:

minAvailable: 3

selector:

matchLabels:
app: my-svc

Budget fir Pod-Unterbrechungen 9


https://karpenter.sh/docs/concepts/disruption/#consolidation

AWS Praskriptive Leitlinien Design fur HA und Resilienz in Amazon EKS-Anwendungen

Durch die PDBs korrekte Einrichtung lhrer Anwendungen kénnen Sie Unterbrechungen bei geplanten
oder ungeplanten Ereignissen minimieren. Sie kdnnen die Anti-Affinitatsregel verwenden, um die
Pods einer Bereitstellung auf verschiedenen Knoten zu planen und PDB-Verzégerungen bei Knoten-
Upgrades zu vermeiden.

Konfigurieren Sie Tests und Integritatsprufungen fur den Load
Balancer

Kubernetes bietet zusatzlich zu den Integritatsprifungen des Load Balancers mehrere Mdglichkeiten,
um Integritatsprifungen fir Anwendungen durchzufiihren. Sie kénnen die folgenden integrierten
Kubernetes-Sonden zusammen mit der Load Balancer-Zustandsprifung als Befehl im Pod-Kontext
oder als Test fur Kubelet oder die HTTP/TCP Host-IP-Adresse ausfihren.

Verflgbarkeitstests und Bereitschaftstests sollten unterschiedlich und unabhangig sein (oder
zumindest unterschiedliche Timeout-Werte aufweisen). Wenn bei einer Anwendung ein
vorubergehendes Problem auftritt, markiert der Bereitschaftstest den Pod so lange als nicht bereit,
bis das Problem behoben ist. Wenn die Einstellungen der Liveness-Probe nicht korrekt sind, kann die
Liveness-Probe den Pod maoglicherweise beenden.

Start-Sonde

Verwenden Sie Starttests, um Anwendungen mit langen Initialisierungszyklen zu schitzen. Bis der
Starttest erfolgreich ist, sind die anderen Tests deaktiviert.

Sie kénnen eine maximale Zeit definieren, die Kubernetes auf den Start der Anwendung warten soll.
Wenn der Pod nach der konfigurierten Hochstzeit die Starttests immer noch nicht bestanden hat, wird
die Anwendung beendet und ein neuer Pod erstellt.

Verwenden Sie Starttests, wenn die Startzeit einer Anwendung nicht vorhersehbar ist. Wenn Sie
wissen, dass Ihre Anwendung 10 Sekunden bendétigt, um zu starten, verwenden Sie stattdessen
einen Liveness Test oder einen Readiness Test mitinitialDelaySeconds.

Lebendigkeitstest

Verwenden Sie Verfugbarkeitstests, um Anwendungsprobleme zu erkennen oder festzustellen, ob
der Prozess ohne Probleme lauft. Mit einer Verfugbarkeitsprufung kdnnen Deadlock-Bedingungen
erkannt werden, bei denen der Prozess zwar weiter ausgefuhrt wird, die Anwendung aber nicht mehr
reagiert. Gehen Sie wie folgt vor, wenn Sie einen Liveness Test verwenden:

Sonden und Zustandspriifungen 10
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* Verwenden Sie diese initialDelaySeconds Option, um die erste Sonde zu verzégern.

» Legen Sie fur die Tests ,Lebendigkeit” und ,Einsatzbereitschaft nicht dieselben Spezifikationen
fest.

+ Konfigurieren Sie eine Verfugbarkeitsprufung nicht so, dass sie von einem Faktor abhangt, der
aullerhalb lhres Pods liegt (z. B. einer Datenbank).

* Lege die Lebendigkeitsprufung auf einen bestimmten Wert fest.
terminationGracePeriodSeconds Weitere Informationen finden Sie in der Kubernetes-
Dokumentation.

Bereitschaftstest

Verwenden Sie einen Bereitschaftstest, um Folgendes festzustellen:

» Ob die Anwendung bereit ist, Datenverkehr anzunehmen

» Teilweise Verflugbarkeit, d. h. die Anwendung ist méglicherweise voribergehend nicht verfliigbar, es
wird jedoch erwartet, dass sie nach Abschluss eines bestimmten Vorgangs wieder fehlerfrei ist

Mithilfe von Bereitschaftstests kann sichergestellt werden, dass die Anwendungskonfiguration
und die Abhangigkeiten ohne Probleme oder Fehler ausgeflihrt werden, sodass die Anwendung
den Datenverkehr verarbeiten kann. Ein schlecht konfigurierter Bereitschaftstest kann jedoch zu
einem Ausfall fihren, anstatt ihn zu verhindern. Bereitschaftstests, die von externen Faktoren
abhangen, wie z. B. der Konnektivitat zu einer Datenbank, kdnnen dazu flhren, dass alle Pods
den Test nicht ausflihren. Solche Ausfélle kdnnen zu einem Ausfall fihren, und sie kénnen zu
einem kaskadierenden Ausfall von einem Back-End-Dienst zu anderen Diensten flhren, die die
ausgefallenen Pods verwendet haben.

Zustandsprufungen fur eingehende Ressourcen und Load Balancer

Application Load Balancer und Kubernetes ingress bieten Funktionen zur Uberpriifung des
Systemzustands. Geben Sie fiir die Integritatsprifungen des Application Load Balancer die Zielports
und den Zielpfad an.

® Note

Fir Kubernetes wird es eine ingress Latenz bei der Abmeldung geben. Die
Standardeinstellung fur Application Load Balancer ist 300 Sekunden. Erwagen Sie, lhre

Bereitschaftstest 11
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Zustandsprifung flr Eingangsressourcen oder Load Balancer einzurichten, indem Sie
dieselben Werte verwenden, die Sie fir Ihren Bereitschaftstest verwendet haben.

NGINX bietet auch einen Gesundheitscheck. Weitere Informationen finden Sie in der NGINX-
Dokumentation.

Die Eingangs- und Ausgangsgateways von Istio verfigen nicht Uber einen
Integritatsprifungsmechanismus, der mit dem HTTP-Integritatscheck von NGINX vergleichbar ist. Sie
konnen jedoch eine ahnliche Funktionalitat erreichen, indem Sie den Istio-Schutzschalter oder die
Ausreil3ererkennung verwenden. DestinationRule

Weitere Informationen finden Sie unter Verfugbarkeit und Pod-Lebenszyklus im Amazon EKS Best

Practices Guide.

Konfigurieren Sie Container-Lebenszyklus-Hooks

Wahrend eines ordnungsgemafien Herunterfahrens des Containers sollte Inre Anwendung auf
ein SIGTERM Signal reagieren und das Herunterfahren starten, damit es bei den Clients nicht zu
Ausfallzeiten kommt. lhre Anwendung sollte Bereinigungsverfahren wie die folgenden ausfiihren:

« Daten werden gespeichert

Dateideskriptoren werden geschlossen

Datenbankverbindungen werden geschlossen

» Anfragen wahrend des Fluges ordnungsgemal} bearbeiten

Rechtzeitiges Beenden, um die Anfrage zur Kiindigung des Pods zu erfullen

Legen Sie eine Ubergangsfrist fest, die lang genug ist, bis die Bereinigung abgeschlossen ist.
Informationen dazu, wie Sie auf das SIGTERM Signal reagieren, finden Sie in der Dokumentation der
Programmiersprache, die Sie fur Ihre Anwendung verwenden.

Container-Lifecycle-Hooks ermdglichen es Containern, Ereignisse in ihrem Management-

Lebenszyklus zu erkennen. Container kdnnen Code ausfuhren, der in einem Handler implementiert
ist, wenn der entsprechende Lifecycle-Hook ausgefuhrt wird. Container-Lifecycle-Hooks bieten eine
Problemumgehung fur die asynchrone Natur von Kubernetes und der Cloud. Dieser Ansatz kann
den Verlust von Verbindungen verhindern, die vor der Eingangsressource an den abschlieRenden

Container-Lebenszyklus-Hooks 12
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Pod weitergeleitet und aktualisiert iptables werden, sodass kein neuer Datenverkehr an den Pod
gesendet wird.

Container-Lebenszyklus Endpoint und EndpointSlice sind Teil verschiedener. APIs Es

ist wichtig, diese APIs zu orchestrieren. Wenn ein Pod jedoch beendet wird, benachrichtigt die
Kubernetes-API gleichzeitig sowohl das Kubelet (fir den Container-Lebenszyklus) als auch den
Controller. EndpointS1lice Weitere Informationen, einschlieRlich eines Diagramms, finden Sie unter
Sorgfaltige Bearbeitung von Kundenanfragen im Amazon EKS Best Practices Guide.

Beim kubelet Senden SIGTERM an den Pod beendet der EndpointSlice Controller das Objekt.
EndpointSlice Durch diese Kiindigung werden die Kubernetes-API-Server benachrichtigt, sie tber
jeden Knoten zu informieren, kube-proxy der aktualisiert werden soll. iptables Obwohl diese
Aktionen gleichzeitig ausgefiihrt werden, gibt es keine Abhangigkeiten oder Sequenzen zwischen
ihnen. Es besteht eine hohe Wahrscheinlichkeit, dass der Container das SIGKILL Signal viel friher
empfangt, als die lokalen iptables Regeln kube-proxy auf jedem Knoten aktualisiert werden. In
diesem Fall sind unter anderem folgende Szenarien mdglich:

* Wenn |hre Anwendung die laufenden Anfragen und Verbindungen nach Erhalt sofort und
unverblimt verwirftSIGTERM, werden den Clients Fehler angezeigt. 500

* Wenn lhre Anwendung sicherstellt, dass alle laufenden Anfragen und Verbindungen nach Erhalt
vollstandig bearbeitet werdenSIGTERM, werden wahrend der Ubergangszeit neue Kundenanfragen
trotzdem an den Anwendungscontainer gesendet, da die iptables Regeln mdglicherweise
noch nicht aktualisiert wurden. Solange das Bereinigungsverfahren den Server-Socket auf dem
Container nicht schlief3t, fihren diese neuen Anfragen zu neuen Verbindungen. Nach Ablauf der
Karenzzeit werden die neuen Verbindungen, die nach dem SIGTERM Senden von hergestellt
wurden, bedingungslos geldscht.

Um die vorherigen Szenarien zu berlcksichtigen, kdnnen Sie die In-App-Integration oder den
PreStop Lifecycle-Hook implementieren. Weitere Informationen, einschlieB3lich eines Diagramms,
finden Sie unter Anwendungen ordnungsgemal} herunterfahren im Amazon EKS Best Practices
Guide.

@ Note

Unabhangig davon, ob die Anwendung ordnungsgemalf heruntergefahren wird oder ob
das Ergebnis des preStop Hooks ist, werden die Anwendungscontainer am Ende der
Ubergangszeit beendet. STGKILL

Container-Lebenszyklus-Hooks 13
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Verwenden Sie den preStop Hook mit einem sleep Befehl, um das Senden zu verzdgern.
SIGTERM Dies hilft dabei, die neuen Verbindungen weiterhin zu akzeptieren, wahrend das
Eingangsobjekt sie an den Pod weiterleitet. Testen Sie den Zeitwert des sleep Befehls, um
sicherzustellen, dass die Latenz von Kubernetes und anderen Anwendungsabhangigkeiten
berticksichtigt werden, wie im folgenden Beispiel gezeigt:

apiVersion: apps/vl
kind: Deployment
metadata:
name: nginx
spec:
containers:
- name: nginx
lifecycle:
# This "sleep" preStop hook delays the Pod shutdown until
# after the Ingress Controller removes the matching Endpoint or EndpointSlice
preStop:
exec:
command:
- /bin/sleep
- "20"
# This period should be turned to Ingress/Service Mesh update latency

Weitere Informationen finden Sie unter Container-Hooks in der Kubernetes-Dokumentation und
Gracefully shutdown applications im Amazon EKS Best Practices Guide.

Erfahren Sie mehr Uber die Entfernung von Pods bei zonalen
Stérungen

Wenn es zu einer vollstdndigen Unterbrechung der Availability Zone kommt, d. h. wenn alle Knoten

in dieser Availability Zone die Konnektivitat zur Kubernetes-Steuerebene verlieren, erkennt der

Node Lifecycle Controller in Kubernetes die Situation und entfernt Pods aus der betroffenen Zone.
Pods auf nicht erreichbaren Knoten werden als markiert Terminating und neue Pods werden auf
fehlerfreien Knoten in verfigbaren Availability Zones geplant. Wahrend dieses Zeitraums zeigen die
betroffenen Knoten einen NotReady Status an, der Scheduler verhindert, dass neue Pods auf diesen
Knoten platziert werden, und der EndpointSlice Controller entfernt Endgerate, die der beeintrachtigten
Availability Zone zugeordnet sind, aus dem Service-Routing, bis die Konnektivitat wiederhergestellt
ist.

Erfahren Sie mehr Uber die Entfernung von Pods bei zonalen Stérungen 14
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Bei Szenarien mit teilweisen Ausféallen von Knoten innerhalb einer Zone, in denen nur eine
Untergruppe von Knoten nicht erreichbar ist, wendet der Node Lifecycle Controller ein anderes
Raumungsverhalten an. Wenn die Stérung tber den konfigurierten Toleranzzeitraum (standardmafig
funf Minuten) hinaus andauert, werden Pods auf getrennten Knoten als Terminating markiert und
neue Pods auf fehlerfreien Knoten in verfugbaren Availability Zones geplant.

Implementierung von Amazon EKS Zonal Shift fr mehr Resilienz

Amazon EKS Zonal Shift, das in Amazon Application Recovery Controller (ARC) integriert ist, bietet
einen Mechanismus zur proaktiven Verwaltung des Datenverkehrs bei Beeintrachtigungen der
Availability Zone. Diese Funktion ermdglicht die voribergehende Umleitung des Netzwerkverkehrs
von einer fehlerhaften Availability Zone in fehlerfreie Zonen innerhalb derselben AWS-Region Zone,
um Serviceunterbrechungen zu minimieren.

Den Mechanismus der Zonenverschiebung verstehen

Amazon EKS Zonal Shift adressiert den Ost-West-Verkehr (Kommunikation zwischen den Pods
innerhalb des Clusters). Wenn Zonal Shift mit Application Load Balancers oder Network Load
Balancers konfiguriert ist, unterstitzt es auch das Routing des eingehenden Datenverkehrs. Der
Mechanismus koordiniert mehrere Komponenten von Kubernetes und der AWS Steuerungsebene,
um den Datenverkehr sicher umzuleiten, ohne die laufenden Workloads zu unterbrechen. Wahrend
einer aktiven Zonenschicht fihrt Amazon EKS automatisch die folgenden koordinierten Aktionen aus:

» Sperrung von Knoten: Alle Knoten in der beeintrachtigten Availability Zone sind gesperrt. Dadurch
wird verhindert, dass der Kubernetes-Scheduler neue Pods auf den Knoten platziert, wahrend er
die vorhandenen Workloads beibehalt.

* Aussetzung des Neuausgleichs der Availability Zone: Bei verwalteten Knotengruppen werden
Availability Zone-Rebalancing-Operationen ausgesetzt und Auto Scaling Scaling-Gruppen werden
aktualisiert, sodass neue Datenebenenknoten ausschlieBlich in funktionsfahigen Availability Zones
gestartet werden. Dadurch wird sichergestellt, dass in der beeintrachtigten Zone keine neuen
Kapazitaten bereitgestellt werden.

» Entfernung von Endpunkten: Der EndpointSlice Controller entfernt Pod-Endpunkte in der
beeintrachtigten Availability Zone aus allen relevanten. EndpointSlices Dadurch wird sichergestellt,
dass Service-Discovery- und Load-Balancing-Mechanismen den Datenverkehr nur an Pods
weiterleiten, die in fehlerfreien Availability Zones laufen.

+ Erhaltung der Arbeitslast: Amazon EKS verzichtet darauf, Knoten zu beenden oder Pods in der
betroffenen Availability Zone zu entfernen. Es halt die volle Kapazitat in der beeintrachtigten
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Zone aufrecht, sodass der Verkehr nach Ablauf oder Abbruch der Zonenverschiebung sicher
zurtickkehren kann, ohne dass zusatzliche Skalierungsvorgange erforderlich sind.

Methoden zur Aktivierung der Zonenschicht

Sie kénnen je nach Betriebsmodell zwischen zwei Ansatzen wahlen, um Zonenverschiebungen
einzuleiten:

« Die manuelle Zonenverschiebung ermoglicht eine vom Bediener gesteuerte Steuerung,
wenn bestimmte Probleme in der Availability Zone durch Uberwachung, Warnmeldungen
oder Kundenberichte erkannt werden. Fur diese Methode sind explizite Aktionen Uber die
ARC-Konsole AWS Command Line Interface (AWS CLI) oder die Zonenschicht erforderlich
APls, wobei die Bediener die eingeschrankte Availability Zone angeben und eine Ablaufzeit
fur die Schicht festlegen. Manuelles Schalten ist sinnvoll, wenn Teams Uber spezielle
Uberwachungs- und Bereitschaftsfunktionen verfiigen und es vorziehen, die direkte Kontrolle iiber
Verkehrsmanagemententscheidungen zu behalten.

« Zonal Autoshift autorisiert die AWS automatische Initiierung von Schichten, wenn ARC potenzielle
Ausfalle oder Beeintrachtigungen der Availability Zone auf der Grundlage interner Telemetrie- und
Integritatssignale fir mehrere erkennt AWS-Services, darunter Netzwerkmetriken, Amazon Elastic
Compute Cloud (Amazon EC2) und Elastic Load Balancing. AWS beendet automatisch einen
Autoshift, wenn Indikatoren anzeigen, dass das Problem behoben wurde. Wenn Sie die héchste
Verfligbarkeit mit minimalem manuellem Eingriff erreichen méchten, empfehlen wir diesen Ansatz,
da er eine Reaktion innerhalb einer Minute auf festgestellte Beeintrachtigungen der Availability
Zone ermaoglicht.

Voraussetzungen fur eine effektive Zonenverschiebung

Damit Zonal Shift Anwendungen bei Beeintrachtigungen der Availability Zone erfolgreich schiitzen
kann, mussen Sie lhre Cluster auf Multi-AZ-Resilienz ausrichten, bevor Sie die Zonal Shift-Funktion
aktivieren:

» Multi-AZ-Knotenverteilung: Stellen Sie Worker-Knoten in mindestens drei Availability Zones bereit,
um eine ausreichende Redundanz zu gewabhrleisten, falls eine Zone nicht verfligbar ist.

» Kapazitatsplanung: Stellen Sie im Voraus geniigend Rechenkapazitat in allen funktionsfahigen
Availability Zones bereit, um die gesamte Arbeitslast zu bewaltigen, wenn eine Availability Zone
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auller Betrieb genommen wird, da bei Skalierungsvorgangen wahrend einer aktiven Unterbrechung
die Kapazitat moglicherweise nicht ausreicht.

» Pod-Verteilung und Vorskalierung: Stellen Sie mehrere Replikate jeder Anwendung in allen
Availability Zones bereit und skalieren Sie kritische Systemkomponenten wie CoreDNS in jeder
Zone vorab. Auf diese Weise wird sichergestellt, dass auch nach der Verlagerung einer Zone noch
genugend Kapazitat zur Verfligung steht.

Empfehlungen fur die Widerstandsfahigkeit gegen zonale Stérungen

« Zonal Shift bei der Cluster-Erstellung aktivieren: Aktivieren Sie flir neue EKS-Cluster die Zonal
Shift-Integration mit ARC wahrend der ersten Bereitstellung tber die Amazon EKS-Konsole oder
AWS CLI Infrastructure-as-Code-Tools (laC) wie. AWS CloudFormationFur EKS-Auto-Modus-
Cluster, die mit Schnellkonfiguration erstellt wurden, ist Zonal Shift standardmaRig aktiviert.

» Wahlen Sie die geeignete Aktivierungsmethode: Wahlen Sie Zonal Autoshift fir
Produktionsumgebungen, die maximale Verfligbarkeit mit automatisierter Reaktion erfordern,
insbesondere flir kundenorientierte Anwendungen, bei denen minutenlange Ausfallzeiten
wahrend einer Beeintrachtigung der Availability Zone erhebliche Auswirkungen auf das Geschaft
haben kénnen. Verwenden Sie die manuelle Zonenverschiebung fir Umgebungen, in denen
Betriebsteams es vorziehen, vor einer Verlagerung des Datenverkehrs eine ausdruckliche
Genehmigung zu erteilen, oder in denen Anwendungstests und -validierungen noch im Gange sind.

- Testen Sie die Resilienz vor der Bereitstellung in der Produktion: Uberpriifen Sie das Cluster-
Verhalten bei Verlust von Single-AZ, indem Sie manuell Testzonenverschiebungen initiieren
oder zonale Autoshift-Ubungslaufe aktivieren, um sicherzustellen, dass die Anwendungen
weiterhin verfligbar sind, die Leistung akzeptabel bleibt und die Kapazitat ausreichend ist, wenn
die Anzahl der Availability Zones reduziert wird. Wir empfehlen diese Tests dringend, damit Sie
Konfigurationsliicken erkennen kdnnen, bevor es tatsachlich zu Beeintrachtigungen der Availability
Zone kommt.

» Mit der Load Balancer-Konfiguration koordinieren: Aktivieren Sie fir Anwendungen, die externen
Datenverkehr empfangen, die ARC-Zonenverschiebung auf den zugehdrigen Application Load
Balancers und Network Load Balancers, um sicherzustellen, dass sowohl der eingehende Verkehr
als auch der Ost-West-Verkehr innerhalb des Clusters bei Beeintrachtigungen der Availability
Zone gemeinsam verschoben werden. Diese Koordination verhindert Szenarien, in denen
externe Anfragen gesunde Pods erreichen, diese Pods jedoch nicht mit Abhangigkeiten in der
abgewandten Zone kommunizieren konnen.
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- Uberwachen Sie den Schichtbetrieb: Nachdem Sie die Zonenschicht aktiviert haben, konfigurieren
Sie die Uberwachung und Warnmeldungen fiir Schichtereignisse, einschlieRlich Autoshift-
Aktivierungen, manueller Schichtinitierung und Ablauf von Schichten, um den betrieblichen
Uberblick iber die MaBnahmen des Verkehrsmanagements und deren Auswirkungen auf das
Anwendungsverhalten zu behalten.

Abschluss und Wiederherstellung von Schichten

Wenn eine zonale Schicht aufgrund der konfigurierten Dauer ablauft oder manuell storniert wird,
nachdem die Beeintrachtigung der Availability Zone behoben wurde, aktualisiert der EndpointSlice
Controller automatisch alle, EndpointSlices um die Endgerate in der wiederhergestellten Availability
Zone wieder einzubinden. Der Datenverkehr kehrt allmahlich in die zuvor betroffene Zone zurick,
wenn die Clients die Endpunktinformationen aktualisieren und neue Verbindungen herstellen. Dies
ermdglicht die vollstandige Nutzung der Clusterkapazitat, ohne dass manuelles Eingreifen oder eine
Neuplanung des Pods erforderlich sind.

Abschluss und Wiederherstellung von Schichten 18
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Schlussfolgerung

Wenn Sie Ihre Architektur flr eine hohe Anwendungsverfligbarkeit und Ausfallsicherheit entwerfen,
sollten Sie die folgenden Komponenten bericksichtigen:

 Die Microservices-Anwendung (ihre Pods und Container)

» Die Workload-Datenebene (Ingress Controller, Pod, Systemkomponenten wie Amazon VPC CNI,
Service Mesh-Sidecars und Kube-Proxy)

» Die Workload-Management-Ebene (Controller, Zugangscontroller, Netzwerkrichtlinien-Engines und
persistenter Datenspeicher flr diese Komponenten)

* Die Kubernetes-Steuerebene

* Infrastruktur (Knoten, Netzwerk und Netzwerkgerate)

Verwenden Sie die folgenden Schliisselstrategien, um diese Uberlegungen zu den Komponenten zu
bertcksichtigen:

* Um eine hohe Verfugbarkeit und Fehlertoleranz zu gewahrleisten, sollten Sie die Workloads auf
Knoten und Availability Zones verteilen.

» Um kritische Workloads zu schitzen, sollten Sie die Anwendungsstabilitat bei Unterbrechungen
aufrechterhalten, indem Sie Pod-Unterbrechungsbudgets verwenden (). PDBs

* Um sicherzustellen, dass die Pods ordnungsgemal} ausgefiihrt werden und den Datenverkehr
korrekt verarbeiten, konfigurieren Sie Starttests, Verfliigbarkeitstests, Bereitschaftstests und Load
Balancer-Zustandsprifungen.

« Um Statusubergange in Containern effizient zu verwalten, konfigurieren Sie Container-Lifecycle-
Hooks.

* Um die Kontrolle Gber den Rdumungsprozess bei Knotenausfallen oder Wartungsarbeiten zu
gewahrleisten, konfigurieren Sie die Pod-Raumungszeit.

Durch die Implementierung dieser Methoden kénnen Sie die Zuverlassigkeit und Belastbarkeit von
Anwendungen, die auf Amazon EKS ausgefihrt werden, erheblich verbessern und so eine robuste
Leistung und hohe Verfligbarkeit sicherstellen.
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Ressourcen

» Einschrankungen der Verteilung der Kubernetes-Pod-Topologie (Kubernetes-Dokumentation)

+ Karpenter (Karpenter Dokumentation) FAQs

» Descheduler fur Kubernetes (Repository) GitHub

» Verfugbarkeit und Pod-Lebenszyklus — Leitfaden mit bewahrten Methoden flir Amazon EKS

» Anwendungen ordnungsgemal herunterfahren — Amazon EKS Best Practices Guide

+ [EKS] [Anfrage]: Mdglichkeit zur Konfiguration pod-eviction-timeout und Behelfslésungen
(Containers Roadmap-Repository)
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AWS Glossar zu praskriptiven Leitlinien

Die folgenden Begriffe werden haufig in Strategien, Leitfdden und Mustern verwendet, die von AWS
Prescriptive Guidance bereitgestellt werden. Um Eintrédge vorzuschlagen, verwenden Sie bitte den
Link Feedback geben am Ende des Glossars.

Zahlen
7 Rs

Sieben gangige Migrationsstrategien flr die Verlagerung von Anwendungen in die Cloud. Diese
Strategien bauen auf den 5 Rs auf, die Gartner 2011 identifiziert hat, und bestehen aus folgenden
Elementen:

+ Faktorwechsel/Architekturwechsel — Verschieben Sie eine Anwendung und &ndern Sie ihre
Architektur, indem Sie alle Vorteile cloudnativer Feature nutzen, um Agilitat, Leistung und
Skalierbarkeit zu verbessern. Dies beinhaltet in der Regel die Portierung des Betriebssystems
und der Datenbank. Beispiel: Migrieren Sie lhre lokale Oracle-Datenbank auf die Amazon
Aurora PostgreSQL-kompatible Edition.

+ Plattformwechsel (Lift and Reshape) — Verschieben Sie eine Anwendung in die Cloud und
fuhren Sie ein gewisses Mal’ an Optimierung ein, um die Cloud-Funktionen zu nutzen. Beispiel:
Migrieren Sie Ihre lokale Oracle-Datenbank zu Amazon Relational Database Service (Amazon
RDS) fur Oracle in der. AWS Cloud

» Neukauf (Drop and Shop) — Wechseln Sie zu einem anderen Produkt, indem Sie typischerweise
von einer herkdmmlichen Lizenz zu einem SaaS-Modell wechseln. Beispiel: Migrieren Sie lhr
CRM-System (Customer Relationship Management) zu Salesforce.com.

» Hostwechsel (Lift and Shift) — Verschieben Sie eine Anwendung in die Cloud, ohne Anderungen
vorzunehmen, um die Cloud-Funktionen zu nutzen. Beispiel: Migrieren Sie lhre lokale Oracle-
Datenbank zu Oracle auf einer EC2 Instanz in der. AWS Cloud

» Verschieben (Lift and Shift auf Hypervisor-Ebene) — Verlagern Sie die Infrastruktur in die Cloud,
ohne neue Hardware kaufen, Anwendungen umschreiben oder Ihre bestehenden Ablaufe
andern zu mussen. Sie migrieren Server von einer lokalen Plattform zu einem Cloud-Dienst fur
dieselbe Plattform. Beispiel: Migrieren Sie eine Microsoft Hyper-V Anwendung zu AWS.

» Beibehaltung (Wiederaufgreifen) — Bewahren Sie Anwendungen in lhrer Quellumgebung auf.
Dazu kénnen Anwendungen gehdren, die einen umfangreichen Faktorwechsel erfordern und
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die Sie auf einen spateren Zeitpunkt verschieben moéchten, sowie altere Anwendungen, die Sie
beibehalten méchten, da es keine geschaftliche Rechtfertigung flr ihre Migration gibt.

» Aullerbetriebnahme — Dekommissionierung oder Entfernung von Anwendungen, die in lhrer
Quellumgebung nicht mehr benétigt werden.

A

ABAC

Siehe attributbasierte Zugriffskontrolle.

abstrahierte Dienste

Weitere Informationen finden Sie unter Managed Services.

ACID

Siehe Atomaritat, Konsistenz, Isolierung und Haltbarkeit.

Aktiv-Aktiv-Migration

Eine Datenbankmigrationsmethode, bei der die Quell- und Zieldatenbanken synchron gehalten
werden (mithilfe eines bidirektionalen Replikationstools oder dualer Schreibvorgange) und beide
Datenbanken Transaktionen von miteinander verbundenen Anwendungen wahrend der Migration
verarbeiten. Diese Methode unterstutzt die Migration in kleinen, kontrollierten Batches, anstatt
einen einmaligen Cutover zu erfordern. Es ist flexibler, erfordert aber mehr Arbeit als eine aktiv-
passive Migration.

Aktiv-Passiv-Migration

Eine Datenbankmigrationsmethode, bei der die Quell- und Zieldatenbanken synchron gehalten
werden, aber nur die Quelldatenbank verarbeitet Transaktionen von verbindenden Anwendungen,
wahrend Daten in die Zieldatenbank repliziert werden. Die Zieldatenbank akzeptiert wahrend der
Migration keine Transaktionen.

Aggregatfunktion

Eine SQL-Funktion, die mit einer Gruppe von Zeilen arbeitet und einen einzelnen Rickgabewert
fur die Gruppe berechnet. Beispiele fur Aggregatfunktionen sind SUM undMAX.

Al

Siehe kunstliche Intelligenz.
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AlOps

Siehe Operationen im Bereich kinstliche Intelligenz.

Anonymisierung

Der Prozess des dauerhaften Loschens personenbezogener Daten in einem Datensatz.
Anonymisierung kann zum Schutz der Privatsphare beitragen. Anonymisierte Daten gelten nicht
mehr als personenbezogene Daten.

Anti-Muster

Eine haufig verwendete Losung fur ein wiederkehrendes Problem, bei dem die Lsung
kontraproduktiv, ineffektiv oder weniger wirksam als eine Alternative ist.

Anwendungssteuerung

Ein Sicherheitsansatz, bei dem nur zugelassene Anwendungen verwendet werden kdnnen, um
ein System vor Schadsoftware zu schitzen.

Anwendungsportfolio

Eine Sammlung detaillierter Informationen zu jeder Anwendung, die von einer Organisation
verwendet wird, einschliel3lich der Kosten fir die Erstellung und Wartung der Anwendung und
ihres Geschaftswerts. Diese Informationen sind entscheidend flir den Prozess der Portfoliofindung
und -analyse und hilft bei der Identifizierung und Priorisierung der Anwendungen, die migriert,
modernisiert und optimiert werden sollen.

kiinstliche Intelligenz (KI)

Das Gebiet der Datenverarbeitungswissenschaft, das sich der Nutzung von
Computertechnologien zur Ausflihrung kognitiver Funktionen widmet, die typischerweise mit
Menschen in Verbindung gebracht werden, wie Lernen, Problemlésen und Erkennen von Mustern.
Weitere Informationen finden Sie unter Was ist kiinstliche Intelligenz?

Operationen mit kiinstlicher Intelligenz (AlOps)

Der Prozess des Einsatzes von Techniken des Machine Learning zur Losung betrieblicher
Probleme, zur Reduzierung betrieblicher Zwischenféalle und menschlicher Eingriffe sowie
zur Steigerung der Servicequalitat. Weitere Informationen zur Verwendung in der AWS
Migrationsstrategie finden Sie im Operations Integration Guide. AlOps

Asymmetrische Verschlisselung

Ein Verschlusselungsalgorithmus, der ein Schlisselpaar, einen 6ffentlichen Schlussel fur die
VerschlUsselung und einen privaten Schlussel fur die Entschlisselung verwendet. Sie kdnnen den
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offentlichen Schllissel teilen, da er nicht fir die Entschliisselung verwendet wird. Der Zugriff auf
den privaten Schlissel sollte jedoch stark eingeschrankt sein.

Atomizitat, Konsistenz, Isolierung, Haltbarkeit (ACID)

Eine Reihe von Softwareeigenschaften, die die Datenvaliditat und betriebliche Zuverlassigkeit
einer Datenbank auch bei Fehlern, Stromausfallen oder anderen Problemen gewahrleisten.

Attributbasierte Zugriffskontrolle (ABAC)

Die Praxis, detaillierte Berechtigungen auf der Grundlage von Benutzerattributen wie Abteilung,
Aufgabenrolle und Teamname zu erstellen. Weitere Informationen finden Sie unter ABAC AWS in
der AWS Identity and Access Management (IAM-) Dokumentation.

autoritative Datenquelle

Ein Ort, an dem Sie die primare Version der Daten speichern, die als die zuverlassigste
Informationsquelle angesehen wird. Sie kdbnnen Daten aus der maligeblichen Datenquelle
an andere Speicherorte kopieren, um die Daten zu verarbeiten oder zu &ndern, z. B. zu
anonymisieren, zu redigieren oder zu pseudonymisieren.

Availability Zone

Ein bestimmter Standort innerhalb einer AWS-Region , der vor Ausfallen in anderen Availability
Zones geschatzt ist und kostengunstige Netzwerkkonnektivitat mit niedriger Latenz zu anderen
Availability Zones in derselben Region bietet.

AWS Framework fur die Einfihrung der Cloud (AWS CAF)

Ein Framework mit Richtlinien und bewahrten Verfahren, das Unternehmen bei der Entwicklung
eines effizienten und effektiven Plans flir den erfolgreichen Umstieg auf die Cloud unterstitzt.
AWS AWS CAF unterteilt die Leitlinien in sechs Schwerpunktbereiche, die als Perspektiven
bezeichnet werden: Unternehmen, Mitarbeiter, Unternehmensfiihrung, Plattform, Sicherheit und
Betrieb. Die Perspektiven Geschéaft, Mitarbeiter und Unternehmensfiihrung konzentrieren sich auf
Geschaftskompetenzen und -prozesse, wahrend sich die Perspektiven Plattform, Sicherheit und
Betriebsablaufe auf technische Fahigkeiten und Prozesse konzentrieren. Die Personalperspektive
zielt beispielsweise auf Stakeholder ab, die sich mit Personalwesen (HR), Personalfunktionen
und Personalmanagement befassen. Aus dieser Perspektive bietet AWS CAF Leitlinien flr
Personalentwicklung, Schulung und Kommunikation, um das Unternehmen auf eine erfolgreiche
Cloud-Einfihrung vorzubereiten. Weitere Informationen finden Sie auf der AWS -CAF-Webseite
und dem AWS -CAF-Whitepaper.
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AWS Workload-Qualifizierungsrahmen (AWS WQF)

Ein Tool, das Workloads bei der Datenbankmigration bewertet, Migrationsstrategien empfiehit

und Arbeitsschatzungen bereitstellt. AWS WQF ist in () enthalten. AWS Schema Conversion Tool
AWS SCT Es analysiert Datenbankschemas und Codeobjekte, Anwendungscode, Abhangigkeiten
und Leistungsmerkmale und stellt Bewertungsberichte bereit.

B

schlechter Bot

Ein Bot, der Einzelpersonen oder Organisationen storen oder ihnen Schaden zufiigen soll.
BCP

Siehe Planung der Geschaftskontinuitat.

Verhaltensdiagramm

Eine einheitliche, interaktive Ansicht des Ressourcenverhaltens und der Interaktionen im

Laufe der Zeit. Sie kdnnen ein Verhaltensdiagramm mit Amazon Detective verwenden, um
fehlgeschlagene Anmeldeversuche, verdachtige API-Aufrufe und ahnliche Vorgange zu
untersuchen. Weitere Informationen finden Sie unter Daten in einem Verhaltensdiagramm in der

Detective-Dokumentation.

Big-Endian-System

Ein System, welches das hdchstwertige Byte zuerst speichert. Siehe auch Endianness.

Binare Klassifikation

Ein Prozess, der ein binares Ergebnis vorhersagt (eine von zwei mdglichen Klassen).
Beispielsweise konnte Ihr ML-Modell méglicherweise Probleme wie ,Handelt es sich bei dieser
E-Mail um Spam oder nicht?“ vorhersagen mussen oder ,Ist dieses Produkt ein Buch oder ein
Auto?”

Bloom-Filter
Eine probabilistische, speichereffiziente Datenstruktur, mit der getestet wird, ob ein Element Teil
einer Menge ist.

Blau/Grin-Bereitstellung

Eine Bereitstellungsstrategie, bei der Sie zwei separate, aber identische Umgebungen
erstellen. Sie fihren die aktuelle Anwendungsversion in einer Umgebung (blau) und die neue
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Anwendungsversion in der anderen Umgebung (grin) aus. Mit dieser Strategie kbnnen Sie
schnell und mit minimalen Auswirkungen ein Rollback durchfiihren.

Bot

Eine Softwareanwendung, die automatisierte Aufgaben tber das Internet ausfihrt und
menschliche Aktivitdten oder Interaktionen simuliert. Manche Bots sind nitzlich oder nitzlich, wie
z. B. Webcrawler, die Informationen im Internet indexieren. Einige andere Bots, die als bdsartige
Bots bezeichnet werden, sollen Einzelpersonen oder Organisationen stéren oder ihnen Schaden
zufligen.

Botnetz

Netzwerke von Bots, die mit Malware infiziert sind und unter der Kontrolle einer einzigen Partei
stehen, die als Bot-Herder oder Bot-Operator bezeichnet wird. Botnetze sind der bekannteste
Mechanismus zur Skalierung von Bots und ihrer Wirkung.

branch

Ein containerisierter Bereich eines Code-Repositorys. Der erste Zweig, der in einem Repository
erstellt wurde, ist der Hauptzweig. Sie kbnnen einen neuen Zweig aus einem vorhandenen Zweig
erstellen und dann Feature entwickeln oder Fehler in dem neuen Zweig beheben. Ein Zweig,

den Sie erstellen, um ein Feature zu erstellen, wird allgemein als Feature-Zweig bezeichnet.
Wenn das Feature zur Veroffentlichung bereit ist, fUhren Sie den Feature-Zweig wieder mit

dem Hauptzweig zusammen. Weitere Informationen finden Sie unter Uber Branches (GitHub
Dokumentation).

Zugang durch Glasbruch

Unter auRergewohnlichen Umstanden und im Rahmen eines genehmigten Verfahrens ist dies
eine schnelle Methode fir einen Benutzer, auf einen Bereich zuzugreifen AWS-Konto , fir den
er in der Regel keine Zugriffsrechte besitzt. Weitere Informationen finden Sie unter dem Indikator
Implementation break-glass procedures in den AWS Well-Architected-Leitlinien.

Brownfield-Strategie

Die bestehende Infrastruktur in Ihrer Umgebung. Wenn Sie eine Brownfield-Strategie fur eine
Systemarchitektur anwenden, richten Sie sich bei der Gestaltung der Architektur nach den
Einschréankungen der aktuellen Systeme und Infrastruktur. Wenn Sie die bestehende Infrastruktur
erweitern, konnten Sie Brownfield- und Greenfield-Strategien mischen.

Puffer-Cache

Der Speicherbereich, in dem die am haufigsten abgerufenen Daten gespeichert werden.
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Geschaftsfahigkeit

Was ein Unternehmen tut, um Wert zu generieren (z. B. Vertrieb, Kundenservice oder
Marketing). Microservices-Architekturen und Entwicklungsentscheidungen kénnen von den
Geschaftskapazitaten beeinflusst werden. Weitere Informationen finden Sie im Abschnitt
Organisiert nach Geschaftskapazitaten des Whitepapers Ausfiihren von containerisierten

Microservices in AWS.
Planung der Geschaftskontinuitat (BCP)

Ein Plan, der die potenziellen Auswirkungen eines stérenden Ereignisses, wie z. B. einer grol}
angelegten Migration, auf den Betrieb berticksichtigt und es einem Unternehmen ermdglicht, den
Betrieb schnell wieder aufzunehmen.

C

CAF

Weitere Informationen finden Sie unter Framework AWS fur die Cloud-Einfihrung.

Bereitstellung auf Kanaren

Die langsame und schrittweise Veroffentlichung einer Version fur Endbenutzer. Wenn Sie sich
sicher sind, stellen Sie die neue Version bereit und ersetzen die aktuelle Version vollstandig.

CCoE

Weitere Informationen finden Sie im Cloud Center of Excellence.
CDC

Siehe Erfassung von Anderungsdaten.

Erfassung von Datenanderungen (CDC)

Der Prozess der Nachverfolgung von Anderungen an einer Datenquelle, z. B. einer
Datenbanktabelle, und der Aufzeichnung von Metadaten zu der Anderung. Sie kénnen CDC fiir
verschiedene Zwecke verwenden, z. B. fiir die Priifung oder Replikation von Anderungen in einem
Zielsystem, um die Synchronisation aufrechtzuerhalten.

Chaos-Technik

Absichtliches Einfuhren von Ausféallen oder Stérungsereignissen, um die Widerstandsfahigkeit
eines Systems zu testen. Sie kdbnnen AWS Fault Injection Service (AWS FIS) verwenden, um
Experimente durchzufihren, die Ihre AWS Workloads stress, und deren Reaktion zu bewerten.
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Cl/CD

Siehe Continuous Integration und Continuous Delivery.

Klassifizierung

Ein Kategorisierungsprozess, der bei der Erstellung von Vorhersagen hilft. ML-Modelle fur
Klassifikationsprobleme sagen einen diskreten Wert voraus. Diskrete Werte unterscheiden sich
immer voneinander. Beispielsweise muss ein Modell méglicherweise auswerten, ob auf einem Bild
ein Auto zu sehen ist oder nicht.

clientseitige Verschllsselung

Lokale VerschlUsselung von Daten, bevor das Ziel sie AWS-Service empfangt.

Cloud-Exzellenzzentrum (CCoE)

Ein multidisziplindres Team, das die Cloud-Einfihrung in der gesamten Organisation vorantreibt,
einschlieRlich der Entwicklung bewahrter Cloud-Methoden, der Mobilisierung von Ressourcen, der
Festlegung von Migrationszeitplanen und der Begleitung der Organisation durch grol angelegte
Transformationen. Weitere Informationen finden Sie in den CCoE-Beitragen im AWS Cloud
Enterprise Strategy Blog.

Cloud Computing

Die Cloud-Technologie, die typischerweise fur die Ferndatenspeicherung und das loT-
Geratemanagement verwendet wird. Cloud Computing ist haufig mit Edge-Computing-
Technologie verbunden.

Cloud-Betriebsmodell

In einer IT-Organisation das Betriebsmodell, das zum Aufbau, zur Weiterentwicklung und
Optimierung einer oder mehrerer Cloud-Umgebungen verwendet wird. Weitere Informationen
finden Sie unter Aufbau lhres Cloud-Betriebsmodells.

Phasen der Einflihrung der Cloud

Die vier Phasen, die Unternehmen bei der Migration in der Regel durchlaufen AWS Cloud:

* Projekt — Durchflihrung einiger Cloud-bezogener Projekte zu Machbarkeitsnachweisen und zu
Lernzwecken

+ Fundament — Téatigen Sie grundlegende Investitionen, um lhre Cloud-Einfihrung zu
skalieren (z. B. Einrichtung einer landing zone, Definition eines CCo E, Einrichtung eines
Betriebsmodells)
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* Migration — Migrieren einzelner Anwendungen

* Neuentwicklung — Optimierung von Produkten und Services und Innovation in der Cloud

Diese Phasen wurden von Stephen Orban im Blogbeitrag The Journey Toward Cloud-First & the
Stages of Adoption im AWS Cloud Enterprise Strategy-Blog definiert. Informationen dartber, wie
sie mit der AWS Migrationsstrategie zusammenhangen, finden Sie im Leitfaden zur Vorbereitung

der Migration.
CMDB

Siehe Datenbank fiur das Konfigurationsmanagement.

Code-Repository

Ein Ort, an dem Quellcode und andere Komponenten wie Dokumentation, Beispiele und Skripts
gespeichert und im Rahmen von Versionskontrollprozessen aktualisiert werden. Zu den gangigen
Cloud-Repositorys gehdéren GitHub oderBitbucket Cloud. Jede Version des Codes wird Zweig
genannt. In einer Microservice-Struktur ist jedes Repository einer einzelnen Funktionalitat
gewidmet. Eine einzelne CI/CD-Pipeline kann mehrere Repositorien verwenden.

Kalter Cache

Ein Puffer-Cache, der leer oder nicht gut gefillt ist oder veraltete oder irrelevante Daten enthalt.
Dies beeintrachtigt die Leistung, da die Datenbank-Instance aus dem Hauptspeicher oder der
Festplatte lesen muss, was langsamer ist als das Lesen aus dem Puffercache.

Kalte Daten

Daten, auf die selten zugegriffen wird und die in der Regel historisch sind. Bei der Abfrage dieser
Art von Daten sind langsame Abfragen in der Regel akzeptabel. Durch die Verlagerung dieser
Daten auf leistungsschwachere und kostenguinstigere Speicherstufen oder -klassen kdnnen
Kosten gesenkt werden.

Computer Vision (CV)

Ein Bereich der Kl, der maschinelles Lernen nutzt, um Informationen aus visuellen Formaten wie
digitalen Bildern und Videos zu analysieren und zu extrahieren. Amazon SageMaker Al bietet
beispielsweise Bildverarbeitungsalgorithmen fur CV.

Drift in der Konfiguration

Bei einer Arbeitslast eine Anderung der Konfiguration gegeniiber dem erwarteten Zustand. Dies
kann dazu fuhren, dass der Workload nicht mehr richtlinienkonform wird, und zwar in der Regel
schrittweise und unbeabsichtigt.
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Verwaltung der Datenbankkonfiguration (CMDB)

Ein Repository, das Informationen lGber eine Datenbank und ihre IT-Umgebung speichert und
verwaltet, inklusive Hardware- und Softwarekomponenten und deren Konfigurationen. In der
Regel verwenden Sie Daten aus einer CMDB in der Phase der Portfolioerkennung und -analyse
der Migration.

Konformitatspaket

Eine Sammlung von AWS Config Regeln und Abhilfemalinahmen, die Sie zusammenstellen
kénnen, um lhre Konformitats- und Sicherheitsprifungen individuell anzupassen. Mithilfe einer
YAML-Vorlage kénnen Sie ein Conformance Pack als einzelne Entitat in einer AWS-Konto
AND-Region oder unternehmensweit bereitstellen. Weitere Informationen finden Sie in der
Dokumentation unter Conformance Packs. AWS Config

Kontinuierliche Bereitstellung und kontinuierliche Integration (CI/CD)

Der Prozess der Automatisierung der Quell-, Build-, Test-, Staging- und Produktionsphasen des
Softwareveroffentlichungsprozesses. CI/CD wird allgemein als Pipeline beschrieben. CI/CD
kann Ihnen helfen, Prozesse zu automatisieren, die Produktivitat zu steigern, die Codequalitat
zu verbessern und schneller zu liefern. Weitere Informationen finden Sie unter Vorteile der
kontinuierlichen Auslieferung. CD kann auch flir kontinuierliche Bereitstellung stehen. Weitere
Informationen finden Sie unterKontinuierliche Auslieferung im Vergleich zu kontinuierlicher

Bereitstellung.

CcVv

Siehe Computer Vision.

D

Daten im Ruhezustand

Daten, die in lnrem Netzwerk stationar sind, z. B. Daten, die sich im Speicher befinden.

Datenklassifizierung

Ein Prozess zur Identifizierung und Kategorisierung der Daten in Ihrem Netzwerk auf der
Grundlage ihrer Kritikalitat und Sensitivitat. Sie ist eine wichtige Komponente jeder Strategie

fur das Management von Cybersecurity-Risiken, da sie Ihnen hilft, die geeigneten Schutz- und
Aufbewahrungskontrollen fur die Daten zu bestimmen. Die Datenklassifizierung ist ein Bestandteil
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der Sicherheitssaule im AWS Well-Architected Framework. Weitere Informationen finden Sie unter
Datenklassifizierung.

Datendrift

Eine signifikante Variation zwischen den Produktionsdaten und den Daten, die zum Trainieren
eines ML-Modells verwendet wurden, oder eine signifikante Anderung der Eingabedaten

im Laufe der Zeit. Datendrift kann die Gesamtqualitat, Genauigkeit und Fairness von ML-
Modellvorhersagen beeintrachtigen.

Daten wahrend der Ubertragung

Daten, die sich aktiv durch Ihr Netzwerk bewegen, z. B. zwischen Netzwerkressourcen.

Datennetz

Ein architektonisches Framework, das verteilte, dezentrale Dateneigentum mit zentraler
Verwaltung und Steuerung ermaoglicht.

Datenminimierung

Das Prinzip, nur die Daten zu sammeln und zu verarbeiten, die unbedingt erforderlich sind. Durch
Datenminimierung im AWS Cloud kénnen Datenschutzrisiken, Kosten und der CO2-Fuf3abdruck
Ihrer Analysen reduziert werden.

Datenperimeter

Eine Reihe praventiver Schutzmalnahmen in lhrer AWS Umgebung, die sicherstellen, dass nur
vertrauenswiurdige ldentitaten auf vertrauenswurdige Ressourcen von erwarteten Netzwerken
zugreifen. Weitere Informationen finden Sie unter Aufbau eines Datenperimeters auf. AWS

Vorverarbeitung der Daten

Rohdaten in ein Format umzuwandeln, das von Ihrem ML-Modell problemlos verarbeitet werden
kann. Die Vorverarbeitung von Daten kann bedeuten, dass bestimmte Spalten oder Zeilen entfernt
und fehlende, inkonsistente oder doppelte Werte behoben werden.

Herkunft der Daten

Der Prozess der Nachverfolgung des Ursprungs und der Geschichte von Daten wahrend ihres
gesamten Lebenszyklus, z. B. wie die Daten generiert, Gbertragen und gespeichert wurden.

betroffene Person

Eine Person, deren Daten gesammelt und verarbeitet werden.
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Data Warehouse

Ein Datenverwaltungssystem, das Business Intelligence wie Analysen unterstitzt. Data
Warehouses enthalten in der Regel gro3e Mengen an historischen Daten und werden in der
Regel fur Abfragen und Analysen verwendet.

Datenbankdefinitionssprache (DDL)

Anweisungen oder Befehle zum Erstellen oder Andern der Struktur von Tabellen und Objekten in
einer Datenbank.

Datenbankmanipulationssprache (DML)

Anweisungen oder Befehle zum Andern (Einfiigen, Aktualisieren und Léschen) von Informationen
in einer Datenbank.

DDL

Siehe Datenbankdefinitionssprache.

Deep-Ensemble

Mehrere Deep-Learning-Modelle zur Vorhersage kombinieren. Sie kdnnen Deep-Ensembles
verwenden, um eine genauere Vorhersage zu erhalten oder um die Unsicherheit von Vorhersagen
abzuschatzen.

Deep Learning

Ein ML-Teilbereich, der mehrere Schichten kinstlicher neuronaler Netzwerke verwendet, um die
Zuordnung zwischen Eingabedaten und Zielvariablen von Interesse zu ermitteln.

defense-in-depth

Ein Ansatz zur Informationssicherheit, bei dem eine Reihe von Sicherheitsmechanismen und -
kontrollen sorgfaltig in einem Computernetzwerk verteilt werden, um die Vertraulichkeit, Integritat
und Verflgbarkeit des Netzwerks und der darin enthaltenen Daten zu schiitzen. Wenn Sie

diese Strategie anwenden AWS, fligen Sie mehrere Steuerelemente auf verschiedenen Ebenen
der AWS Organizations Struktur hinzu, um die Ressourcen zu schitzen. Ein defense-in-depth
Ansatz kénnte beispielsweise Multi-Faktor-Authentifizierung, Netzwerksegmentierung und
Verschllisselung kombinieren.

delegierter Administrator

In AWS Organizations kann ein kompatibler Dienst ein AWS Mitgliedskonto registrieren, um die
Konten der Organisation und die Berechtigungen fir diesen Dienst zu verwalten. Dieses Konto
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wird als delegierter Administrator flr diesen Service bezeichnet. Weitere Informationen und eine
Liste kompatibler Services finden Sie unter Services, die mit AWS Organizations funktionieren in
der AWS Organizations -Dokumentation.

Einsatz

Der Prozess, bei dem eine Anwendung, neue Feature oder Codekorrekturen in der Zielumgebung
verfiigbar gemacht werden. Die Bereitstellung umfasst das Implementieren von Anderungen

an einer Codebasis und das anschliellende Erstellen und Ausflhren dieser Codebasis in den
Anwendungsumgebungen.

Entwicklungsumgebung

Siehe Umgebung.
Detektivische Kontrolle

Eine Sicherheitskontrolle, die darauf ausgelegt ist, ein Ereignis zu erkennen, zu protokollieren
und zu warnen, nachdem ein Ereignis eingetreten ist. Diese Kontrollen stellen eine zweite
Verteidigungslinie dar und warnen Sie vor Sicherheitsereignissen, bei denen die vorhandenen
praventiven Kontrollen umgangen wurden. Weitere Informationen finden Sie unter Detektivische
Kontrolle in Implementierung von Sicherheitskontrollen in AWS.

Abbildung des Wertstroms in der Entwicklung (DVSM)

Ein Prozess zur Identifizierung und Priorisierung von Einschrankungen, die sich negativ auf
Geschwindigkeit und Qualitat im Lebenszyklus der Softwareentwicklung auswirken. DVSM
erweitert den Prozess der Wertstromanalyse, der urspringlich fur Lean-Manufacturing-Praktiken
konzipiert wurde. Es konzentriert sich auf die Schritte und Teams, die erforderlich sind, um durch
den Softwareentwicklungsprozess Mehrwert zu schaffen und zu steigern.

digitaler Zwilling

Eine virtuelle Darstellung eines realen Systems, z. B. eines Gebaudes, einer Fabrik, einer
Industrieanlage oder einer Produktionslinie. Digitale Zwillinge unterstitzen vorausschauende
Wartung, Ferniberwachung und Produktionsoptimierung.

Maltabelle

In einem Sternschema eine kleinere Tabelle, die Datenattribute zu quantitativen Daten in einer
Faktentabelle enthalt. Bei Attributen von Dimensionstabellen handelt es sich in der Regel um
Textfelder oder diskrete Zahlen, die sich wie Text verhalten. Diese Attribute werden haufig zum
Einschranken von Abfragen, zum Filtern und zur Kennzeichnung von Ergebnismengen verwendet.
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Katastrophe

Ein Ereignis, das verhindert, dass ein Workload oder ein System seine Geschaftsziele an seinem

primaren Einsatzort erflllt. Diese Ereignisse kdnnen Naturkatastrophen, technische Ausfalle oder

das Ergebnis menschlichen Handelns sein, wie z. B. unbeabsichtigte Fehlkonfigurationen oder ein
Malware-Angriff.

Disaster Recovery (DR)

Die Strategie und der Prozess, mit denen Sie Ausfallzeiten und Datenverluste aufgrund
einer Katastrophe minimieren. Weitere Informationen finden Sie unter Disaster Recovery von
Workloads unter AWS: Wiederherstellung in der Cloud im AWS Well-Architected Framework.

DML

Siehe Sprache zur Datenbankmanipulation.

Domainorientiertes Design

Ein Ansatz zur Entwicklung eines komplexen Softwaresystems, bei dem seine Komponenten
mit sich entwickelnden Domains oder Kerngeschaftszielen verknlpft werden, denen jede
Komponente dient. Dieses Konzept wurde von Eric Evans in seinem Buch Domaingesteuertes
Design: Bewaltigen der Komplexitat im Herzen der Software (Boston: Addison-Wesley
Professional, 2003) vorgestellt. Informationen dariber, wie Sie domaingesteuertes Design mit
dem Strangler-Fig-Muster verwenden kdnnen, finden Sie unter Schrittweises Modernisieren
alterer Microsoft ASP.NET (ASMX)-Webservices mithilfe von Containern und Amazon API

Gateway.
DR

Siehe Disaster Recovery.

Erkennung von Driften

Verfolgung von Abweichungen von einer Basiskonfiguration Sie kénnen es beispielsweise
verwenden, AWS CloudFormation um Abweichungen bei den Systemressourcen zu erkennen,
oder Sie kdnnen AWS Control Tower damit Anderungen in lhrer landing zone erkennen, die sich
auf die Einhaltung von Governance-Anforderungen auswirken kénnten.

DVSM

Siehe Abbildung des Wertstroms in der Entwicklung.
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E

EDA

Siehe explorative Datenanalyse.
EDI

Siehe elektronischer Datenaustausch.

Edge-Computing

Die Technologie, die die Rechenleistung fir intelligente Gerate an den Randern eines
loT-Netzwerks erhoht. Im Vergleich zu Cloud Computing kann Edge Computing die
Kommunikationslatenz reduzieren und die Reaktionszeit verbessern.

elektronischer Datenaustausch (EDI)

Der automatisierte Austausch von Geschaftsdokumenten zwischen Organisationen. Weitere
Informationen finden Sie unter Was ist elektronischer Datenaustausch.

Verschlisselung

Ein Rechenprozess, der Klartextdaten, die fir Menschen lesbar sind, in Chiffretext umwandelt.

Verschliusselungsschlissel

Eine kryptografische Zeichenfolge aus zufalligen Bits, die von einem Verschlisselungsalgorithmus
generiert wird. Schlissel kdnnen unterschiedlich lang sein, und jeder Schlissel ist so konzipiert,
dass er unvorhersehbar und einzigartig ist.

Endianismus

Die Reihenfolge, in der Bytes im Computerspeicher gespeichert werden. Big-Endian-Systeme
speichern das hdchstwertige Byte zuerst. Little-Endian-Systeme speichern das niedrigwertigste
Byte zuerst.

Endpunkt

Siehe Service-Endpunkt.

Endpunkt-Services

Ein Service, den Sie in einer Virtual Private Cloud (VPC) hosten kénnen, um ihn mit anderen
Benutzern zu teilen. Sie kdnnen einen Endpunktdienst mit anderen AWS-Konten oder AWS
Identity and Access Management (IAM AWS PrivateLink -) Prinzipalen erstellen und diesen
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Berechtigungen gewahren. Diese Konten oder Prinzipale konnen sich privat mit lhrem
Endpunktservice verbinden, indem sie Schnittstellen-VPC-Endpunkte erstellen. Weitere
Informationen finden Sie unter Einen Endpunkt-Service erstellen in der Amazon Virtual Private
Cloud (Amazon VPC)-Dokumentation.

Unternehmensressourcenplanung (ERP)

Ein System, das wichtige Geschéaftsprozesse (wie Buchhaltung, MES und Projektmanagement)
fur ein Unternehmen automatisiert und verwaltet.

Envelope-Verschlisselung

Der Prozess der Verschlusselung eines Verschlisselungsschlissels mit einem anderen
Verschlisselungsschlissel. Weitere Informationen finden Sie unter Envelope-Verschlisselung in
der AWS Key Management Service (AWS KMS) -Dokumentation.

Umgebung

Eine Instance einer laufenden Anwendung. Die folgenden Arten von Umgebungen sind beim
Cloud-Computing Ublich:

+ Entwicklungsumgebung - Eine Instance einer laufenden Anwendung, die nur dem
Kernteam zur Verflgung steht, das fur die Wartung der Anwendung verantwortlich ist.
Entwicklungsumgebungen werden verwendet, um Anderungen zu testen, bevor sie in héhere
Umgebungen Ubertragen werden. Diese Art von Umgebung wird manchmal als Testumgebung
bezeichnet.

» Niedrigere Umgebungen — Alle Entwicklungsumgebungen fiir eine Anwendung, z. B. solche, die
fur erste Builds und Tests verwendet wurden.

» Produktionsumgebung — Eine Instance einer laufenden Anwendung, auf die Endbenutzer
zugreifen kdnnen. In einer CI/CD Pipeline ist die Produktionsumgebung die letzte
Bereitstellungsumgebung.

» Hoéhere Umgebungen — Alle Umgebungen, auf die auch andere Benutzer als das
Kernentwicklungsteam zugreifen kénnen. Dies kann eine Produktionsumgebung,
Vorproduktionsumgebungen und Umgebungen flr Benutzerakzeptanztests umfassen.

Epics

In der agilen Methodik sind dies funktionale Kategorien, die Ihnen helfen, Ihre Arbeit zu

organisieren und zu priorisieren. Epics bieten eine allgemeine Beschreibung der Anforderungen
und Implementierungsaufgaben. Zu den Sicherheitsepen AWS von CAF gehoren beispielsweise
Identitats- und Zugriffsmanagement, Detektivkontrollen, Infrastruktursicherheit, Datenschutz und
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Reaktion auf Vorfalle. Weitere Informationen zu Epics in der AWS -Migrationsstrategie finden Sie
im Leitfaden zur Programm-Implementierung.

ERP

Siehe Enterprise Resource Planning.

Explorative Datenanalyse (EDA)

Der Prozess der Analyse eines Datensatzes, um seine Hauptmerkmale zu verstehen. Sie
sammeln oder aggregieren Daten und fuhren dann erste Untersuchungen durch, um Muster zu
finden, Anomalien zu erkennen und Annahmen zu Uberpriufen. EDA wird durchgeflhrt, indem
zusammenfassende Statistiken berechnet und Datenvisualisierungen erstellt werden.

F

Faktentabelle

Die zentrale Tabelle in einem Sternschema. Sie speichert quantitative Daten Gber den
Geschéftsbetrieb. In der Regel enthalt eine Faktentabelle zwei Arten von Spalten: Spalten,
die Kennzahlen enthalten, und Spalten, die einen Fremdschlissel fir eine Dimensionstabelle
enthalten.

schnell scheitern

Eine Philosophie, die haufige und inkrementelle Tests verwendet, um den
Entwicklungslebenszyklus zu verklrzen. Dies ist ein wichtiger Bestandteil eines agilen Ansatzes.

Grenze zur Fehlerisolierung

Dabei handelt es sich um eine Grenze AWS Cloud, z. B. eine Availability Zone AWS-Region, eine
Steuerungsebene oder eine Datenebene, die die Auswirkungen eines Fehlers begrenzt und die
Widerstandsfahigkeit von Workloads verbessert. Weitere Informationen finden Sie unter Grenzen
zur AWS Fehlerisolierung.

Feature-Zweig

Siehe Zweig.
Features
Die Eingabedaten, die Sie verwenden, um eine Vorhersage zu treffen. In einem Fertigungskontext

kénnten Feature beispielsweise Bilder sein, die regelmafig von der Fertigungslinie aus
aufgenommen werden.
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Bedeutung der Feature

Wie wichtig ein Feature fur die Vorhersagen eines Modells ist. Dies wird in der Regel als
numerischer Wert ausgedruckt, der mit verschiedenen Techniken wie Shapley Additive
Explanations (SHAP) und integrierten Gradienten berechnet werden kann. Weitere Informationen
finden Sie unter Interpretierbarkeit von Modellen fir maschinelles Lernen mit AWS.

Featuretransformation

Daten fur den ML-Prozess optimieren, einschlie3lich der Anreicherung von Daten mit zusatzlichen
Quellen, der Skalierung von Werten oder der Extraktion mehrerer Informationssatze aus

einem einzigen Datenfeld. Das ermoglicht dem ML-Modell, von den Daten profitieren. Wenn

Sie beispielsweise das Datum ,27.05.2021 00:15:37“ in ,2021%, ,Mai“, ,Donnerstag“ und ,15*
aufschlisseln, kdnnen Sie dem Lernalgorithmus helfen, nuancierte Muster zu erlernen, die mit
verschiedenen Datenkomponenten verknUpft sind.

Eingabeaufforderung mit wenigen Klicks

Bereitstellung einer kleinen Anzahl von Beispielen flr ein LLM, die die Aufgabe und

das gewinschte Ergebnis veranschaulichen, bevor es aufgefordert wird, eine ahnliche
Aufgabe auszuflhren. Bei dieser Technik handelt es sich um eine Anwendung des
kontextbezogenen Lernens, bei der Modelle anhand von Beispielen (Aufnahmen) lernen, die
in Eingabeaufforderungen eingebettet sind. Bei Aufgaben, die spezifische Formatierungs-,
Argumentations- oder Fachkenntnisse erfordern, kann die Eingabeaufforderung mit wenigen
Handgriffen effektiv sein. Siehe auch Zero-Shot-Eingabeaufforderung.

FGAC

Weitere Informationen finden Sie unter detaillierter Zugriffskontrolle.

Feinkérnige Zugriffskontrolle (FGAC)

Die Verwendung mehrerer Bedingungen, um eine Zugriffsanfrage zuzulassen oder abzulehnen.
Flash-Cut-Migration
Eine Datenbankmigrationsmethode, bei der eine kontinuierliche Datenreplikation durch Erfassung

von Anderungsdaten verwendet wird, um Daten in kiirzester Zeit zu migrieren, anstatt einen
schrittweisen Ansatz zu verwenden. Ziel ist es, Ausfallzeiten auf ein Minimum zu beschranken.

FM

Siehe Fundamentmodell.
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Fundamentmodell (FM)

Ein grol3es neuronales Deep-Learning-Netzwerk, das mit riesigen Datensatzen generalisierter und
unbeschrifteter Daten trainiert wurde. FMs sind in der Lage, eine Vielzahl allgemeiner Aufgaben
zu erflllen, z. B. Sprache zu verstehen, Text und Bilder zu generieren und Konversationen in
natlrlicher Sprache zu flihren. Weitere Informationen finden Sie unter Was sind Foundation-
Modelle.

G

Generative Kl

Eine Untergruppe von Kl-Modellen, die mit groRen Datenmengen trainiert wurden und mit einer
einfachen Textaufforderung neue Inhalte und Artefakte wie Bilder, Videos, Text und Audio
erstellen kdnnen. Weitere Informationen finden Sie unter Was ist Generative K.

Geoblocking

Siehe geografische Einschrankungen.

Geografische Einschrankungen (Geoblocking)

Bei Amazon eine Option CloudFront, um zu verhindern, dass Benutzer in bestimmten Landern auf
Inhaltsverteilungen zugreifen. Sie kdnnen eine Zulassungsliste oder eine Sperrliste verwenden,
um zugelassene und gesperrte Lander anzugeben. Weitere Informationen finden Sie in der
Dokumentation unter Beschrankung der geografischen Verteilung lhrer Inhalte. CloudFront

Gitflow-Workflow

Ein Ansatz, bei dem niedrigere und héhere Umgebungen unterschiedliche Zweige in einem
Quellcode-Repository verwenden. Der Gitflow-Workflow gilt als veraltet, und der Trunk-basierte
Workflow ist der moderne, bevorzugte Ansatz.

goldenes Bild

Ein Snapshot eines Systems oder einer Software, der als Vorlage fur die Bereitstellung neuer
Instanzen dieses Systems oder dieser Software verwendet wird. In der Fertigung kann ein Golden
Image beispielsweise zur Bereitstellung von Software auf mehreren Geraten verwendet werden
und tragt so zur Verbesserung der Geschwindigkeit, Skalierbarkeit und Produktivitat bei der
Gerateherstellung bei.
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Greenfield-Strategie

Das Fehlen vorhandener Infrastruktur in einer neuen Umgebung. Bei der Einfihrung

einer Neuausrichtung einer Systemarchitektur kdnnen Sie alle neuen Technologien ohne
Einschrankung der Kompatibilitat mit der vorhandenen Infrastruktur auswahlen, auch bekannt
als Brownfield. Wenn Sie die bestehende Infrastruktur erweitern, konnten Sie Brownfield- und
Greenfield-Strategien mischen.

Integritatsschutz

Eine allgemeine Regel, die dazu beitragt, Ressourcen, Richtlinien und die Einhaltung von
Vorschriften in allen Unternehmenseinheiten zu regeln (OUs). Praventiver Integritatsschutz
setzt Richtlinien durch, um die Einhaltung von Standards zu gewahrleisten. Sie werden mithilfe
von Service-Kontrollrichtlinien und IAM-Berechtigungsgrenzen implementiert. Detektivischer
Integritatsschutz erkennt Richtlinienversté3e und Compliance-Probleme und generiert
Warnmeldungen zur Abhilfe. Sie werden mithilfe von AWS Config, AWS Security Hub CSPM,
Amazon GuardDuty AWS Trusted Advisor, Amazon Inspector und benutzerdefinierten AWS
Lambda Prifungen implementiert.

H
HEKTAR

Siehe Hochverfugbarkeit.

Heterogene Datenbankmigration

Migrieren Sie Ihre Quelldatenbank in eine Zieldatenbank, die eine andere Datenbank-Engine
verwendet (z. B. Oracle zu Amazon Aurora). Eine heterogene Migration ist in der Regel Teil einer
Neuarchitektur, und die Konvertierung des Schemas kann eine komplexe Aufgabe sein. AWS
bietet AWS SCT, welches bei Schemakonvertierungen hilft.

hohe Verfugbarkeit (HA)

Die Fahigkeit eines Workloads, im Falle von Herausforderungen oder Katastrophen kontinuierlich
und ohne Eingreifen zu arbeiten. HA-Systeme sind so konzipiert, dass sie automatisch ein
Failover durchfuhren, eine gleichbleibend hohe Leistung bieten und unterschiedliche Lasten und
Ausfalle mit minimalen LeistungseinbufRen bewaltigen.
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historische Modernisierung

Ein Ansatz zur Modernisierung und Aufriistung von Betriebstechnologiesystemen (OT), um den
Bedurfnissen der Fertigungsindustrie besser gerecht zu werden. Ein Historian ist eine Art von
Datenbank, die verwendet wird, um Daten aus verschiedenen Quellen in einer Fabrik zu sammeln
und zu speichern.

Daten zuriickhalten

Ein Teil historischer, beschrifteter Daten, der aus einem Datensatz zurtickgehalten wird, der
zum Trainieren eines Modells fir maschinelles Lernen verwendet wird. Sie kénnen Holdout-
Daten verwenden, um die Modellleistung zu bewerten, indem Sie die Modellvorhersagen mit den
Holdout-Daten vergleichen.

Homogene Datenbankmigration

Migrieren Sie Ihre Quelldatenbank zu einer Zieldatenbank, die dieselbe Datenbank-Engine
verwendet (z. B. Microsoft SQL Server zu Amazon RDS fur SQL Server). Eine homogene
Migration ist in der Regel Teil eines Hostwechsels oder eines Plattformwechsels. Sie kdnnen
native Datenbankserviceprogramme verwenden, um das Schema zu migrieren.

heilRe Daten

Daten, auf die haufig zugegriffen wird, z. B. Echtzeitdaten oder aktuelle Translationsdaten. Fir
diese Daten ist in der Regel eine leistungsstarke Speicherebene oder -klasse erforderlich, um
schnelle Abfrageantworten zu erméglichen.

Hotfix

Eine dringende LAsung fur ein kritisches Problem in einer Produktionsumgebung. Aufgrund seiner
Dringlichkeit wird ein Hotfix normalerweise auRerhalb des typischen DevOps Release-Workflows
erstellt.

Hypercare-Phase

Unmittelbar nach dem Cutover, der Zeitraum, in dem ein Migrationsteam die migrierten
Anwendungen in der Cloud verwaltet und Gberwacht, um etwaige Probleme zu beheben. In

der Regel dauert dieser Zeitraum 1-4 Tage. Am Ende der Hypercare-Phase Ubertragt das
Migrationsteam in der Regel die Verantwortung fiir die Anwendungen an das Cloud-Betriebsteam.
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laC

Sehen Sie Infrastruktur als Code.

Identitatsbasierte Richtlinie

Eine Richtlinie, die einem oder mehreren IAM-Prinzipalen zugeordnet ist und deren
Berechtigungen innerhalb der AWS Cloud Umgebung definiert.

Leerlaufanwendung

Eine Anwendung mit einer durchschnittlichen CPU- und Arbeitsspeicherauslastung zwischen
5 und 20 Prozent Uber einen Zeitraum von 90 Tagen. In einem Migrationsprojekt ist es Ublich,
diese Anwendungen aulder Betrieb zu nehmen oder sie On-Premises beizubehalten.

lloT

Siehe Industrielles Internet der Dinge.

unveranderliche Infrastruktur

Ein Modell, das eine neue Infrastruktur fur Produktionsworkloads bereitstellt, anstatt die
bestehende Infrastruktur zu aktualisieren, zu patchen oder zu modifizieren. Unveranderliche

Infrastrukturen sind von Natur aus konsistenter, zuverlassiger und vorhersehbarer als
veranderliche Infrastrukturen. Weitere Informationen finden Sie in der Best Practice Deploy using
immutable infrastructure im AWS Well-Architected Framework.

Eingehende (ingress) VPC

In einer Architektur AWS mit mehreren Konten ist dies eine VPC, die Netzwerkverbindungen von
aullerhalb einer Anwendung akzeptiert, Uberprift und weiterleitet. Die AWS Security Reference
Architecture empfiehlt, Ihr Netzwerkkonto mit eingehendem und ausgehendem Datenverkehr und
Inspektion einzurichten, VPCs um die bidirektionale Schnittstelle zwischen Ihrer Anwendung und
dem Internet im weiteren Sinne zu schitzen.

Inkrementelle Migration

Eine Cutover-Strategie, bei der Sie Ihre Anwendung in kleinen Teilen migrieren, anstatt eine
einziges vollstandiges Cutover durchzufuhren. Beispielsweise kdnnten Sie zundchst nur einige
Microservices oder Benutzer auf das neue System umstellen. Nachdem Sie sich vergewissert
haben, dass alles ordnungsgemal funktioniert, kbnnen Sie weitere Microservices oder Benutzer
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schrittweise verschieben, bis Sie Ihr Legacy-System aul3er Betrieb nehmen kénnen. Diese
Strategie reduziert die mit gro3en Migrationen verbundenen Risiken.

Industrie 4.0
Ein Begriff, der 2016 von Klaus Schwab eingeflihrt wurde und sich auf die Modernisierung

von Fertigungsprozessen durch Fortschritte in den Bereichen Konnektivitat, Echtzeitdaten,
Automatisierung, Analytik und KI/ML bezieht.

Infrastruktur

Alle Ressourcen und Komponenten, die in der Umgebung einer Anwendung enthalten sind.

Infrastructure as Code (1aC)

Der Prozess der Bereitstellung und Verwaltung der Infrastruktur einer Anwendung mithilfe
einer Reihe von Konfigurationsdateien. 1aC soll Innen helfen, das Infrastrukturmanagement
zu zentralisieren, Ressourcen zu standardisieren und schnell zu skalieren, sodass neue
Umgebungen wiederholbar, zuverlassig und konsistent sind.

industrielles Internet der Dinge (T) llo

Einsatz von mit dem Internet verbundenen Sensoren und Geraten in Industriesektoren
wie Fertigung, Energie, Automobilindustrie, Gesundheitswesen, Biowissenschaften
und Landwirtschaft. Weitere Informationen finden Sie unter Aufbau einer digitalen
Transformationsstrategie fir das industrielle Internet der Dinge (lloT).

Inspektions-VPC

In einer Architektur AWS mit mehreren Konten eine zentralisierte VPC, die Inspektionen des
Netzwerkverkehrs zwischen VPCs (in demselben oder unterschiedlichen AWS-Regionen),
dem Internet und lokalen Netzwerken verwaltet. In der AWS Security Reference Architecture
wird empfohlen, Ihr Netzwerkkonto mit eingehendem und ausgehendem Datenverkehr sowie
Inspektionen einzurichten, VPCs um die bidirektionale Schnittstelle zwischen Ilhrer Anwendung
und dem Internet im weiteren Sinne zu schitzen.

Internet of Things (loT)

Das Netzwerk verbundener physischer Objekte mit eingebetteten Sensoren oder Prozessoren,
das Uber das Internet oder Uber ein lokales Kommunikationsnetzwerk mit anderen Geraten und
Systemen kommuniziert. Weitere Informationen finden Sie unter Was ist loT?
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Interpretierbarkeit

Ein Merkmal eines Modells fir Machine Learning, das beschreibt, inwieweit ein Mensch verstehen
kann, wie die Vorhersagen des Modells von seinen Eingaben abhangen. Weitere Informationen
finden Sie unter Interpretierbarkeit des Modells fur maschinelles Lernen mit. AWS

loT

Siehe Internet der Dinge.

IT information library (ITIL, IT-Informationsbibliothek)

Eine Reihe von bewahrten Methoden fir die Bereitstellung von IT-Services und die Abstimmung
dieser Services auf die Geschaftsanforderungen. ITIL bietet die Grundlage fir ITSM.

T service management (ITSM, IT-Servicemanagement)

Aktivitaten im Zusammenhang mit der Gestaltung, Implementierung, Verwaltung und
Unterstitzung von IT-Services flir eine Organisation. Informationen zur Integration von Cloud-
Vorgangen mit ITSM-Tools finden Sie im Leitfaden zur Betriebsintegration.

BIS

Weitere Informationen finden Sie in der IT-Informationsbibliothek.

ITSM

Siehe IT-Servicemanagement.

L

Labelbasierte Zugangskontrolle (LBAC)

Eine Implementierung der Mandatory Access Control (MAC), bei der den Benutzern und den
Daten selbst jeweils explizit ein Sicherheitslabelwert zugewiesen wird. Die Schnittmenge zwischen
der Benutzersicherheitsbeschriftung und der Datensicherheitsbeschriftung bestimmt, welche
Zeilen und Spalten flr den Benutzer sichtbar sind.

Landing Zone
Eine landing zone ist eine gut strukturierte AWS Umgebung mit mehreren Konten, die skalierbar

und sicher ist. Dies ist ein Ausgangspunkt, von dem aus lhre Organisationen Workloads und
Anwendungen schnell und mit Vertrauen in ihre Sicherheits- und Infrastrukturumgebung starten
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und bereitstellen kdnnen. Weitere Informationen zu Landing Zones finden Sie unter Einrichtung
einer sicheren und skalierbaren AWS -Umgebung mit mehreren Konten..

grol’es Sprachmodell (LLM)

Ein Deep-Learning-KI-Modell, das anhand einer riesigen Datenmenge vorab trainiert wurde. Ein
LLM kann mehrere Aufgaben ausflihren, z. B. Fragen beantworten, Dokumente zusammenfassen,

Text in andere Sprachen Ubersetzen und Satze vervollstandigen. Weitere Informationen finden
Sie unter Was sind. LLMs

Grolde Migration

Eine Migration von 300 oder mehr Servern.
SCHWARZ

Weitere Informationen finden Sie unter Label-basierte Zugriffskontrolle.

Geringste Berechtigung

Die bewahrte Sicherheitsmethode, bei der nur die flr die Durchfliihrung einer Aufgabe
erforderlichen Mindestberechtigungen erteilt werden. Weitere Informationen finden Sie unter
Geringste Berechtigungen anwenden in der IAM-Dokumentation.

Lift and Shift

Siehe 7 Rs.
Little-Endian-System

Ein System, welches das niedrigwertigste Byte zuerst speichert. Siehe auch Endianness.
LLM

Siehe grolRes Sprachmodell.

Niedrigere Umgebungen

Siehe Umgebung.

M

Machine Learning (ML)

Eine Art kiinstlicher Intelligenz, die Algorithmen und Techniken zur Mustererkennung und zum
Lernen verwendet. ML analysiert aufgezeichnete Daten, wie z. B. Daten aus dem Internet der
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Dinge (loT), und lernt daraus, um ein statistisches Modell auf der Grundlage von Mustern zu
erstellen. Weitere Informationen finden Sie unter Machine Learning.

Hauptzweig

Siehe Filiale.

Malware

Software, die entwickelt wurde, um die Computersicherheit oder den Datenschutz zu geféhrden.
Malware kann Computersysteme storen, vertrauliche Informationen durchsickern lassen oder sich
unbefugten Zugriff verschaffen. Beispiele fir Malware sind Viren, Wirmer, Ransomware, Trojaner,
Spyware und Keylogger.

verwaltete Dienste

AWS-Services fir die die Infrastrukturebene, das Betriebssystem und die Plattformen AWS
betrieben werden, und Sie greifen auf die Endgerate zu, um Daten zu speichern und abzurufen.
Amazon Simple Storage Service (Amazon S3) und Amazon DynamoDB sind Beispiele fir
Managed Services. Diese werden auch als abstrakte Dienste bezeichnet.

Manufacturing Execution System (MES)

Ein Softwaresystem zur Nachverfolgung, Uberwachung, Dokumentation und Steuerung von
Produktionsprozessen, bei denen Rohstoffe in der Fertigung zu fertigen Produkten umgewandelt
werden.

MAP

Siehe Migration Acceleration Program.

Mechanismus

Ein vollstandiger Prozess, bei dem Sie ein Tool erstellen, die Akzeptanz des Tools vorantreiben
und anschlief3end die Ergebnisse Uberprifen, um Anpassungen vorzunehmen. Ein Mechanismus
ist ein Zyklus, der sich im Laufe seiner Tatigkeit selbst verstarkt und verbessert. Weitere
Informationen finden Sie unter Aufbau von Mechanismen im AWS Well-Architected Framework.

Mitgliedskonto

Alle AWS-Konten aufder dem Verwaltungskonto, die Teil einer Organisation in sind. AWS
Organizations Ein Konto kann jeweils nur Mitglied einer Organisation sein.

MES

Siehe Manufacturing Execution System.
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Message Queuing-Telemetrietransport (MQTT)

Ein leichtes machine-to-machine (M2M) -Kommunikationsprotokoll, das auf dem Publish/
Subscribe-Muster fir loT-Gerate mit beschrankten Ressourcen basiert.

Microservice

Ein kleiner, unabhangiger Dienst, der (iber genau definierte Kanale kommuniziert APIs und in
der Regel kleinen, eigenstandigen Teams gehort. Ein Versicherungssystem kann beispielsweise
Microservices beinhalten, die Geschaftsfunktionen wie Vertrieb oder Marketing oder Subdomains
wie Einkauf, Schadenersatz oder Analytik zugeordnet sind. Zu den Vorteilen von Microservices
gehoren Agilitat, flexible Skalierung, einfache Bereitstellung, wiederverwendbarer Code und
Ausfallsicherheit. Weitere Informationen finden Sie unter Integration von Microservices mithilfe
serverloser Dienste. AWS

Microservices-Architekturen

Ein Ansatz zur Erstellung einer Anwendung mit unabhangigen Komponenten, die jeden
Anwendungsprozess als Microservice ausfuhren. Diese Microservices kommunizieren mithilfe von
Lightweight Gber eine klar definierte Schnittstelle. APls Jeder Microservice in dieser Architektur
kann aktualisiert, bereitgestellt und skaliert werden, um den Bedarf an bestimmten Funktionen
einer Anwendung zu decken. Weitere Informationen finden Sie unter Implementierung von
Microservices auf. AWS

Migration Acceleration Program (MAP)

Ein AWS Programm, das Beratung, Unterstiitzung, Schulungen und Services bietet, um
Unternehmen dabei zu unterstiitzen, eine solide betriebliche Grundlage fir die Umstellung auf
die Cloud zu schaffen und die anfanglichen Kosten von Migrationen auszugleichen. MAP umfasst
eine Migrationsmethode flir die methodische Durchfiihrung von Legacy-Migrationen sowie eine
Reihe von Tools zur Automatisierung und Beschleunigung gangiger Migrationsszenarien.

Migration in grollem Malistab

Der Prozess, bei dem der Grofteil des Anwendungsportfolios in Wellen in die Cloud verlagert
wird, wobei in jeder Welle mehr Anwendungen schneller migriert werden. In dieser Phase werden
die bewahrten Verfahren und Erkenntnisse aus den friiheren Phasen zur Implementierung einer
Migrationsfabrik von Teams, Tools und Prozessen zur Optimierung der Migration von Workloads
durch Automatisierung und agile Bereitstellung verwendet. Dies ist die dritte Phase der AWS -

Migrationsstrategie.
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Migrationsfabrik

Funktionslbergreifende Teams, die die Migration von Workloads durch automatisierte,

agile Ansatze optimieren. Zu den Teams in der Migrationsabteilung gehoéren in der Regel
Betriebsablaufe, Geschaftsanalysten und Eigentimer, Migrationsingenieure, Entwickler

und DevOps Experten, die in Sprints arbeiten. Zwischen 20 und 50 Prozent eines
Unternehmensanwendungsportfolios bestehen aus sich wiederholenden Mustern, die durch einen
Fabrik-Ansatz optimiert werden kénnen. Weitere Informationen finden Sie in Diskussion Uber
Migrationsfabriken und den Leitfaden zur Cloud-Migration-Fabrik in diesem Inhaltssatz.

Migrationsmetadaten

Die Informationen Uber die Anwendung und den Server, die fir den Abschluss der Migration
bendtigt werden. Fir jedes Migrationsmuster ist ein anderer Satz von Migrationsmetadaten
erforderlich. Beispiele fir Migrationsmetadaten sind das Zielsubnetz, die Sicherheitsgruppe und
AWS das Konto.

Migrationsmuster

Eine wiederholbare Migrationsaufgabe, in der die Migrationsstrategie, das Migrationsziel und die
verwendete Migrationsanwendung oder der verwendete Migrationsservice detailliert beschrieben
werden. Beispiel: Rehost-Migration zu Amazon EC2 mit AWS Application Migration Service.

Migration Portfolio Assessment (MPA)

Ein Online-Tool, das Informationen zur Validierung des Geschaftsszenarios flur die Migration
auf das bereitstellt. AWS Cloud MPA bietet eine detaillierte Portfoliobewertung (richtige
Servergrolie, Preisgestaltung, Gesamtbetriebskostenanalyse, Migrationskostenanalyse) sowie
Migrationsplanung (Anwendungsdatenanalyse und Datenerfassung, Anwendungsgruppierung,
Migrationspriorisierung und Wellenplanung). Das MPA-Tool (Anmeldung erforderlich) steht allen
AWS Beratern und APN-Partnerberatern kostenlos zur Verfligung.

Migration Readiness Assessment (MRA)

Der Prozess, bei dem mithilfe des AWS CAF Erkenntnisse Giber den Cloud-Bereitschaftsstatus
eines Unternehmens gewonnen, Starken und Schwachen identifiziert und ein Aktionsplan

zur SchlieBung festgestellter Liicken erstellt wird. Weitere Informationen finden Sie

im Benutzerhandbuch fir Migration Readiness. MRA ist die erste Phase der AWS -
Migrationsstrategie.
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Migrationsstrategie

Der Ansatz, der verwendet wurde, um einen Workload auf den AWS Cloud zu migrieren. Weitere
Informationen finden Sie im Eintrag 7 Rs in diesem Glossar und unter Mobilisieren Sie |hr
Unternehmen, um umfangreiche Migrationen zu beschleunigen.

ML

Siehe maschinelles Lernen.

Modernisierung

Umwandlung einer veralteten (veralteten oder monolithischen) Anwendung und ihrer Infrastruktur
in ein agiles, elastisches und hochverfligbares System in der Cloud, um Kosten zu senken, die
Effizienz zu steigern und Innovationen zu nutzen. Weitere Informationen finden Sie unter Strategie
zur Modernisierung von Anwendungen in der AWS Cloud.

Bewertung der Modernisierungsfahigkeit

Eine Bewertung, anhand derer festgestellt werden kann, ob die Anwendungen einer Organisation
fur die Modernisierung bereit sind, Vorteile, Risiken und Abhangigkeiten identifiziert und ermittelt
wird, wie gut die Organisation den zukunftigen Status dieser Anwendungen unterstitzen kann.
Das Ergebnis der Bewertung ist eine Vorlage der Zielarchitektur, eine Roadmap, in der die
Entwicklungsphasen und Meilensteine des Modernisierungsprozesses detailliert beschrieben
werden, sowie ein Aktionsplan zur Behebung festgestellter Licken. Weitere Informationen finden
Sie unter Evaluierung der Modernisierungsbereitschaft von Anwendungen in der AWS Cloud.

Monolithische Anwendungen (Monolithen)

Anwendungen, die als ein einziger Service mit eng gekoppelten Prozessen ausgeflhrt werden.
Monolithische Anwendungen haben verschiedene Nachteile. Wenn ein Anwendungs-Feature
stark nachgefragt wird, muss die gesamte Architektur skaliert werden. Das Hinzufligen oder
Verbessern der Feature einer monolithischen Anwendung wird ebenfalls komplexer, wenn die
Codebasis wachst. Um diese Probleme zu beheben, kdnnen Sie eine Microservices-Architektur
verwenden. Weitere Informationen finden Sie unter Zerlegen von Monolithen in Microservices.

MPA

Siehe Bewertung des Migrationsportfolios.

MQTT

Siehe Message Queuing-Telemetrietransport.
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Mehrklassen-Klassifizierung

Ein Prozess, der dabei hilft, Vorhersagen flir mehrere Klassen zu generieren (wobei eines von
mehr als zwei Ergebnissen vorhergesagt wird). Ein ML-Modell kdnnte beispielsweise fragen: ,Ist
dieses Produkt ein Buch, ein Auto oder ein Telefon?“ oder ,Welche Kategorie von Produkten ist
flr diesen Kunden am interessantesten?”

veranderbare Infrastruktur

Ein Modell, das die bestehende Infrastruktur fir Produktionsworkloads aktualisiert und modifiziert.
FUr eine verbesserte Konsistenz, Zuverlassigkeit und Vorhersagbarkeit empfiehlt das AWS
Well-Architected Framework die Verwendung einer unveranderlichen Infrastruktur als bewahrte
Methode.

O

OAC

Siehe Origin Access Control.
OAl

Siehe Zugriffsidentitat von Origin.
COM

Siehe organisatorisches Change-Management.

Offline-Migration

Eine Migrationsmethode, bei der der Quell-Workload wahrend des Migrationsprozesses
heruntergefahren wird. Diese Methode ist mit langeren Ausfallzeiten verbunden und wird in der
Regel fur kleine, unkritische Workloads verwendet.

Ol

Siehe Betriebsintegration.
OLA

Siehe Vereinbarung auf operativer Ebene.

Online-Migration

Eine Migrationsmethode, bei der der Quell-Workload auf das Zielsystem kopiert wird, ohne offline
genommen zu werden. Anwendungen, die mit dem Workload verbunden sind, kénnen wahrend
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der Migration weiterhin funktionieren. Diese Methode beinhaltet keine bis minimale Ausfallzeit und
wird in der Regel fir kritische Produktionsworkloads verwendet.

OPC-UA

Siehe Open Process Communications — Unified Architecture.
Offene Prozesskommunikation — Einheitliche Architektur (OPC-UA)

Ein machine-to-machine (M2M) -Kommunikationsprotokoll fir die industrielle Automatisierung.
OPC-UA bietet einen Interoperabilitatsstandard mit Datenverschlisselungs-, Authentifizierungs-
und Autorisierungsschemata.

Vereinbarung auf Betriebsebene (OLA)

Eine Vereinbarung, in der klargestellt wird, welche funktionalen IT-Gruppen sich gegenseitig
versprechen zu liefern, um ein Service Level Agreement (SLA) zu unterstitzen.

Uberpriifung der Betriebsbereitschaft (ORR)

Eine Checkliste mit Fragen und zugehdrigen bewahrten Methoden, die lhnen helfen, Vorfalle und
mdgliche Ausfalle zu verstehen, zu bewerten, zu verhindern oder deren Umfang zu reduzieren.
Weitere Informationen finden Sie unter Operational Readiness Reviews (ORR) im AWS Well-
Architected Framework.

Betriebstechnologie (OT)

Hardware- und Softwaresysteme, die mit der physischen Umgebung zusammenarbeiten, um
industrielle Ablaufe, Ausristung und Infrastruktur zu steuern. In der Fertigung ist die Integration
von OT- und Informationstechnologie (IT) -Systemen ein zentraler Schwerpunkt der Industrie 4.0-
Transformationen.

Betriebsintegration (Ol)

Der Prozess der Modernisierung von Ablaufen in der Cloud, der Bereitschaftsplanung,
Automatisierung und Integration umfasst. Weitere Informationen finden Sie im Leitfaden zur
Betriebsintegration.

Organisationspfad

Ein Pfad, der von erstellt wird und in AWS CloudTrail dem alle Ereignisse fur alle AWS-Konten
in einer Organisation protokolliert werden. AWS Organizations Diese Spur wird in jedem AWS-
Konto , der Teil der Organisation ist, erstellt und verfolgt die Aktivitat in jedem Konto. Weitere
Informationen finden Sie in der CloudTrail Dokumentation unter Einen Trail fur eine Organisation

erstellen.
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Organisatorisches Veranderungsmanagement (OCM)

Ein Framework fir das Management wichtiger, disruptiver Geschaftstransformationen aus Sicht
der Mitarbeiter, der Kultur und der Fiihrung. OCM hilft Organisationen dabei, sich auf neue
Systeme und Strategien vorzubereiten und auf diese umzustellen, indem es die Akzeptanz von
Veranderungen beschleunigt, Ubergangsprobleme angeht und kulturelle und organisatorische
Veranderungen vorantreibt. In der AWS Migrationsstrategie wird dieses Framework aufgrund
der Geschwindigkeit des Wandels, der bei Projekten zur Cloud-Einfihrung erforderlich ist, als
Mitarbeiterbeschleunigung bezeichnet. Weitere Informationen finden Sie im OCM-Handbuch.

Ursprungszugriffskontrolle (OAC)

In CloudFront, eine erweiterte Option zur Zugriffsbeschrankung, um Ihre Amazon Simple Storage
Service (Amazon S3) -Inhalte zu sichern. OAC unterstitzt alle S3-Buckets insgesamt AWS-
Regionen, serverseitige Verschlisselung mit AWS KMS (SSE-KMS) sowie dynamische PUT und
DELETE Anfragen an den S3-Bucket.

Ursprungszugriffsidentitat (OAIl)

In CloudFront, eine Option zur Zugriffsbeschrankung, um Ihre Amazon S3 S3-Inhalte zu sichern.
Wenn Sie OAIl verwenden, CloudFront erstellt es einen Principal, mit dem sich Amazon S3
authentifizieren kann. Authentifizierte Principals kdnnen nur tber eine bestimmte Distribution auf
Inhalte in einem S3-Bucket zugreifen. CloudFront Siehe auch OAC, das eine detailliertere und
verbesserte Zugriffskontrolle bietet.

ORR

Weitere Informationen finden Sie unter Uberpriifung der Betriebsbereitschaft.

NICHT

Siehe Betriebstechnologie.

Ausgehende (egress) VPC

In einer Architektur AWS mit mehreren Konten eine VPC, die Netzwerkverbindungen verarbeitet,
die von einer Anwendung aus initiiert werden. Die AWS Security Reference Architecture empfiehlt
die Einrichtung lIhres Netzwerkkontos mit eingehendem und ausgehendem Datenverkehr sowie
Inspektion, VPCs um die bidirektionale Schnittstelle zwischen Ihrer Anwendung und dem Internet
im weiteren Sinne zu schutzen.
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P

Berechtigungsgrenze

Eine IAM-Verwaltungsrichtlinie, die den IAM-Prinzipalen zugeordnet ist, um die maximalen
Berechtigungen festzulegen, die der Benutzer oder die Rolle haben kann. Weitere Informationen
finden Sie unter Berechtigungsgrenzen fir IAM-Entitys in der IAM-Dokumentation.

personlich identifizierbare Informationen (PII)

Informationen, die, wenn sie direkt betrachtet oder mit anderen verwandten Daten kombiniert
werden, verwendet werden kdnnen, um vernunftige Rlckschllsse auf die Identitat einer
Person zu ziehen. Beispiele flr personenbezogene Daten sind Namen, Adressen und
Kontaktinformationen.

Personenbezogene Daten

Siehe personlich identifizierbare Informationen.

Playbook

Eine Reihe vordefinierter Schritte, die die mit Migrationen verbundenen Aufgaben erfassen, z. B.
die Bereitstellung zentraler Betriebsfunktionen in der Cloud. Ein Playbook kann die Form von
Skripten, automatisierten Runbooks oder einer Zusammenfassung der Prozesse oder Schritte
annehmen, die flr den Betrieb Ihrer modernisierten Umgebung erforderlich sind.

PLC

Siehe programmierbare Logiksteuerung.
PLM

Siehe Produktlebenszyklusmanagement.

policy

Ein Objekt, das Berechtigungen definieren (siehe identitatsbasierte Richtlinie),
Zugriffsbedingungen spezifizieren (siehe ressourcenbasierte Richtlinie) oder die maximalen
Berechtigungen flr alle Konten in einer Organisation definieren kann AWS Organizations (siehe
Dienststeuerungsrichtlinie).

Polyglotte Beharrlichkeit

Unabhangige Auswahl der Datenspeichertechnologie eines Microservices auf der Grundlage
von Datenzugriffsmustern und anderen Anforderungen. Wenn lhre Microservices Uber dieselbe
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Datenspeichertechnologie verfligen, kann dies zu Implementierungsproblemen oder zu
Leistungseinbulien fihren. Microservices lassen sich leichter implementieren und erzielen

eine bessere Leistung und Skalierbarkeit, wenn sie den Datenspeicher verwenden, der ihren
Anforderungen am besten entspricht. Weitere Informationen finden Sie unter Datenpersistenz in
Microservices aktivieren.

Portfoliobewertung

Ein Prozess, bei dem das Anwendungsportfolio ermittelt, analysiert und priorisiert wird, um die
Migration zu planen. Weitere Informationen finden Sie in Bewerten der Migrationsbereitschaft.

predicate

Eine Abfragebedingung, die true oder zurlickgibtfalse, was Ublicherweise in einer Klausel
vorkommt. WHERE

Pradikat Pushdown

Eine Technik zur Optimierung von Datenbankabfragen, bei der die Daten in der Abfrage vor der
Ubertragung gefiltert werden. Dadurch wird die Datenmenge reduziert, die aus der relationalen
Datenbank abgerufen und verarbeitet werden muss, und die Abfrageleistung wird verbessert.

Praventive Kontrolle

Eine Sicherheitskontrolle, die verhindern soll, dass ein Ereignis eintritt. Diese Kontrollen stellen
eine erste Verteidigungslinie dar, um unbefugten Zugriff oder unerwiinschte Anderungen an
Ihrem Netzwerk zu verhindern. Weitere Informationen finden Sie unter Praventive Kontrolle in
Implementierung von Sicherheitskontrollen in AWS.

Prinzipal

Eine Entitdt AWS , die Aktionen ausfihren und auf Ressourcen zugreifen kann. Bei dieser Entitat
handelt es sich in der Regel um einen Root-Benutzer fur eine AWS-Konto, eine IAM-Rolle oder
einen Benutzer. Weitere Informationen finden Sie unter Prinzipal in Rollenbegriffe und -konzepte
in der IAM-Dokumentation.

Datenschutz von Natur aus

Ein systemtechnischer Ansatz, der den Datenschutz wahrend des gesamten
Entwicklungsprozesses berucksichtigt.

Privat gehostete Zonen

Ein Container, der Informationen darltber enthalt, wie Amazon Route 53 auf DNS-Abfragen fur
eine Domain und deren Subdomains innerhalb einer oder mehrerer VPCs Domains antworten
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soll. Weitere Informationen finden Sie unter Arbeiten mit privat gehosteten Zonen in der Route-53-

Dokumentation.

proaktive Steuerung

Eine Sicherheitskontrolle, die den Einsatz nicht richtlinienkonformer Ressourcen verhindern

soll. Mit diesen Steuerelementen werden Ressourcen gescannt, bevor sie bereitgestellt werden.
Wenn die Ressource nicht mit der Steuerung konform ist, wird sie nicht bereitgestellt. Weitere
Informationen finden Sie im Referenzhandbuch zu Kontrollen in der AWS Control Tower

Dokumentation und unter Proaktive Kontrollen unter Implementierung von Sicherheitskontrollen
am AWS.

Produktlebenszyklusmanagement (PLM)

Das Management von Daten und Prozessen flir ein Produkt wahrend seines gesamten
Lebenszyklus, vom Design, der Entwicklung und Markteinfiihrung tGber Wachstum und Reife bis
hin zur Markteinfiihrung und Markteinflihrung.

Produktionsumgebung

Siehe Umgebung.
Speicherprogrammierbare Steuerung (SPS)

In der Fertigung ein aullerst zuverlassiger, anpassungsfahiger Computer, der Maschinen
Uberwacht und Fertigungsprozesse automatisiert.

schnelle Verkettung

Verwendung der Ausgabe einer LLM-Eingabeaufforderung als Eingabe fur die nachste

Aufforderung, um bessere Antworten zu generieren. Diese Technik wird verwendet, um eine
komplexe Aufgabe in Unteraufgaben zu unterteilen oder um eine vorlaufige Antwort iterativ zu
verfeinern oder zu erweitern. Sie tragt dazu bei, die Genauigkeit und Relevanz der Antworten
eines Modells zu verbessern und ermoglicht detailliertere, personalisierte Ergebnisse.

Pseudonymisierung

Der Prozess, bei dem persoénliche ldentifikatoren in einem Datensatz durch Platzhalterwerte
ersetzt werden. Pseudonymisierung kann zum Schutz der Privatsphare beitragen.
Pseudonymisierte Daten gelten weiterhin als personenbezogene Daten.

publish/subscribe (pub/sub)

Ein Muster, das asynchrone Kommunikation zwischen Microservices ermdglicht, um die
Skalierbarkeit und Reaktionsfahigkeit zu verbessern. In einem auf Microservices basierenden
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MES kann ein Microservice beispielsweise Ereignismeldungen in einem Kanal veroéffentlichen,
den andere Microservices abonnieren kdnnen. Das System kann neue Microservices hinzufligen,
ohne den Veroffentlichungsservice zu andern.

Q

Abfrageplan

Eine Reihe von Schritten, wie Anweisungen, die fur den Zugriff auf die Daten in einem relationalen
SQL-Datenbanksystem verwendet werden.

Abfrageplanregression

Wenn ein Datenbankserviceoptimierer einen weniger optimalen Plan wahlt als vor einer
bestimmten Anderung der Datenbankumgebung. Dies kann durch Anderungen an Statistiken,
Beschrankungen, Umgebungseinstellungen, Abfrageparameter-Bindungen und Aktualisierungen
der Datenbank-Engine verursacht werden.

R
RACI-Matrix

Siehe verantwortlich, rechenschaftspflichtig, konsultiert, informiert (RACI).

LAPPEN

Siehe Erweiterte Generierung beim Abrufen.

Ransomware

Eine bésartige Software, die entwickelt wurde, um den Zugriff auf ein Computersystem oder Daten
zu blockieren, bis eine Zahlung erfolgt ist.

RASCI-Matrix

Siehe verantwortlich, rechenschaftspflichtig, konsultiert, informiert (RACI).

RCAC

Siehe Zugriffskontrolle flir Zeilen und Spalten.

Q 57



AWS Praskriptive Leitlinien Design fur HA und Resilienz in Amazon EKS-Anwendungen

Read Replica

Eine Kopie einer Datenbank, die nur fir Lesezwecke verwendet wird. Sie kbnnen Abfragen an das
Lesereplikat weiterleiten, um die Belastung auf Ihrer Primardatenbank zu reduzieren.

neu strukturieren

Siehe 7 Rs.
Recovery Point Objective (RPO)

Die maximal zulassige Zeitspanne seit dem letzten Datenwiederherstellungspunkt. Damit wird
festgelegt, was als akzeptabler Datenverlust zwischen dem letzten Wiederherstellungspunkt und
der Serviceunterbrechung gilt.

Wiederherstellungszeitziel (RTO)

Die maximal zulassige Verzdgerung zwischen der Betriebsunterbrechung und der
Wiederherstellung des Dienstes.

Refaktorierung

Siehe 7 Rs.

Region

Eine Sammlung von AWS Ressourcen in einem geografischen Gebiet. Jeder AWS-Region ist
isoliert und unabhangig von den anderen, um Fehlertoleranz, Stabilitdt und Belastbarkeit zu
gewabhrleisten. Weitere Informationen finden Sie unter Geben Sie an, was AWS-Regionen |hr
Konto verwenden kann.

Regression

Eine ML-Technik, die einen numerischen Wert vorhersagt. Zum Beispiel, um das Problem ,Zu
welchem Preis wird dieses Haus verkauft werden?” zu I6sen Ein ML-Modell kénnte ein lineares
Regressionsmodell verwenden, um den Verkaufspreis eines Hauses auf der Grundlage bekannter
Fakten Uber das Haus (z. B. die Quadratmeterzahl) vorherzusagen.

rehosten

Siehe 7 Rs.

Veroffentlichung

In einem Bereitstellungsprozess der Akt der Férderung von Anderungen an einer
Produktionsumgebung.
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umziehen

Siehe 7 Rs.

neue Plattform

Siehe 7 Rs.
Rickkauf

Siehe 7 Rs.

Ausfallsicherheit

Die Fahigkeit einer Anwendung, Stérungen zu widerstehen oder sich von ihnen zu erholen.
Hochverfligbarkeit und Notfallwiederherstellung sind haufig Uberlegungen bei der Planung der
Ausfallsicherheit in der. AWS Cloud Weitere Informationen finden Sie unter AWS Cloud Resilienz.

Ressourcenbasierte Richtlinie

Eine mit einer Ressource verknlpfte Richtlinie, z. B. ein Amazon-S3-Bucket, ein Endpunkt oder
ein Verschlisselungsschlussel. Diese Art von Richtlinie legt fest, welchen Prinzipalen der Zugriff
gewahrt wird, welche Aktionen unterstitzt werden und welche anderen Bedingungen erfillt sein
mussen.

RACI-Matrix (verantwortlich, rechenschaftspflichtig, konsultiert, informiert)

Eine Matrix, die die Rollen und Verantwortlichkeiten fur alle Parteien definiert, die an
Migrationsaktivitaten und Cloud-Vorgéngen beteiligt sind. Der Matrixname leitet sich von den

in der Matrix definierten Zustandigkeitstypen ab: verantwortlich (R), rechenschaftspflichtig (A),
konsultiert (C) und informiert (1). Der Unterstutzungstyp (S) ist optional. Wenn Sie Unterstutzung
einbeziehen, wird die Matrix als RASCI-Matrix bezeichnet, und wenn Sie sie ausschlie3en, wird
sie als RACI-Matrix bezeichnet.

Reaktive Kontrolle

Eine Sicherheitskontrolle, die darauf ausgelegt ist, die Behebung unerwiinschter Ereignisse oder
Abweichungen von Ihren Sicherheitsstandards voranzutreiben. Weitere Informationen finden Sie
unter Reaktive Kontrolle in Implementieren von Sicherheitskontrollen in AWS.

Beibehaltung

Siehe 7 Rs.

zurlickziehen

Siehe 7 Rs.
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Retrieval Augmented Generation (RAG)

Eine generative Kl-Technologie, bei der ein LLM auf eine malRgebliche Datenquelle verweist,

die sich aulRerhalb seiner Trainingsdatenquellen befindet, bevor eine Antwort generiert wird. Ein
RAG-Modell kdnnte beispielsweise eine semantische Suche in der Wissensdatenbank oder in
benutzerdefinierten Daten einer Organisation durchfiihren. Weitere Informationen finden Sie unter
Was ist RAG.

Drehung

Der Vorgang, bei dem ein Geheimnis regelmaRig aktualisiert wird, um es einem Angreifer zu
erschweren, auf die Anmeldeinformationen zuzugreifen.

Zugriffskontrolle fir Zeilen und Spalten (RCAC)

Die Verwendung einfacher, flexibler SQL-Ausdrticke mit definierten Zugriffsregeln. RCAC besteht
aus Zeilenberechtigungen und Spaltenmasken.

RPO

Siehe Recovery Point Objective.

RTO

Siehe Ziel fur die Erholungszeit.

Runbook

Eine Reihe manueller oder automatisierter Verfahren, die zur Ausflihrung einer bestimmten
Aufgabe erforderlich sind. Diese sind in der Regel darauf ausgelegt, sich wiederholende
Operationen oder Verfahren mit hohen Fehlerquoten zu rationalisieren.

S

SAML 2.0

Ein offener Standard, den viele |dentitatsanbieter (IdPs) verwenden. Diese Funktion ermdglicht
foderiertes Single Sign-On (SSO), sodass sich Benutzer bei den API-Vorgdngen anmelden AWS-
Managementkonsole oder die AWS API-Operationen aufrufen kbnnen, ohne dass Sie einen
Benutzer in IAM fur alle in Ihrer Organisation erstellen mussen. Weitere Informationen zum
SAML-2.0.-basierten Verbund finden Sie unter Uber den SAML-2.0-basierten Verbund in der IAM-
Dokumentation.
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SCADA

Siehe Aufsichtskontrolle und Datenerfassung.
SCP

Siehe Richtlinie zur Dienstkontrolle.

Secret

Interne AWS Secrets Manager, vertrauliche oder eingeschrankte Informationen, wie z. B. ein
Passwort oder Benutzeranmeldedaten, die Sie in verschlisselter Form speichern. Es besteht
aus dem geheimen Wert und seinen Metadaten. Der geheime Wert kann binar, eine einzelne
Zeichenfolge oder mehrere Zeichenketten sein. Weitere Informationen finden Sie unter Was ist in
einem Secrets Manager Manager-Geheimnis? in der Secrets Manager Manager-Dokumentation.

Sicherheit durch Design

Ein systemtechnischer Ansatz, der die Sicherheit wahrend des gesamten Entwicklungsprozesses
berucksichtigt.

Sicherheitskontrolle
Ein technischer oder administrativer Integritatsschutz, der die Fahigkeit eines Bedrohungsakteurs,

eine Schwachstelle auszunutzen, verhindert, erkennt oder einschrankt. Es gibt vier Haupttypen
von Sicherheitskontrollen: praventiv, detektiv, reaktionsschnell und proaktiv.

Hartung der Sicherheit

Der Prozess, bei dem die Angriffsflache reduziert wird, um sie widerstandsfahiger gegen Angriffe
zu machen. Dies kann Aktionen wie das Entfernen von Ressourcen, die nicht mehr bendtigt
werden, die Implementierung der bewahrten Sicherheitsmethode der Gewahrung geringster
Berechtigungen oder die Deaktivierung unnétiger Feature in Konfigurationsdateien umfassen.

System zur Verwaltung von Sicherheitsinformationen und Ereignissen (security information and event
management — SIEM)

Tools und Services, die Systeme fur das Sicherheitsinformationsmanagement (SIM) und das
Management von Sicherheitsereignissen (SEM) kombinieren. Ein SIEM-System sammelt,
Uberwacht und analysiert Daten von Servern, Netzwerken, Geraten und anderen Quellen, um
Bedrohungen und Sicherheitsverletzungen zu erkennen und Warnmeldungen zu generieren.

Automatisierung von Sicherheitsreaktionen

Eine vordefinierte und programmierte Aktion, die darauf ausgelegt ist, automatisch auf ein
Sicherheitsereignis zu reagieren oder es zu beheben. Diese Automatisierungen dienen als
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detektive oder reaktionsschnelle Sicherheitskontrollen, die Sie bei der Implementierung bewahrter
AWS Sicherheitsmethoden unterstitzen. Beispiele flr automatisierte Antwortaktionen sind

das Andern einer VPC-Sicherheitsgruppe, das Patchen einer EC2 Amazon-Instance oder das
Rotieren von Anmeldeinformationen.

Serverseitige Verschlisselung

Verschlisselung von Daten am Zielort durch denjenigen AWS-Service , der sie empfangt.

Service-Kontrollrichtlinie (SCP)

Eine Richtlinie, die eine zentrale Steuerung der Berechtigungen fir alle Konten in einer
Organisation in erméglicht AWS Organizations. SCPs Definieren Sie Leitplanken oder legen Sie
Grenzwerte fur Aktionen fest, die ein Administrator an Benutzer oder Rollen delegieren kann. Sie
kénnen sie SCPs als Zulassungs- oder Ablehnungslisten verwenden, um festzulegen, welche
Dienste oder Aktionen zulassig oder verboten sind. Weitere Informationen finden Sie in der AWS
Organizations Dokumentation unter Richtlinien zur Dienststeuerung.

Service-Endpunkt

Die URL des Einstiegspunkts fir einen AWS-Service. Sie kdbnnen den Endpunkt verwenden, um
programmgesteuert eine Verbindung zum Zielservice herzustellen. Weitere Informationen finden
Sie unter AWS-Service -Endpunkte in der Allgemeine AWS-Referenz.

Service Level Agreement (SLA)

Eine Vereinbarung, in der klargestellt wird, was ein IT-Team seinen Kunden zu bieten verspricht,
z. B. in Bezug auf Verfugbarkeit und Leistung der Services.

Service-Level-Indikator (SLI)

Eine Messung eines Leistungsaspekts eines Dienstes, z. B. seiner Fehlerrate, Verfugbarkeit oder
Durchsatz.

Service-Level-Ziel (SLO)

Eine Zielkennzahl, die den Zustand eines Dienstes darstellt, gemessen anhand eines Service-
Level-Indikators.

Modell der geteilten Verantwortung

Ein Modell, das die Verantwortung beschreibt, mit der Sie gemeinsam AWS fur Cloud-Sicherheit
und Compliance verantwortlich sind. AWS ist fir die Sicherheit der Cloud verantwortlich,
wohingegen Sie fur die Sicherheit in der Cloud verantwortlich sind. Weitere Informationen finden
Sie unter Modell der geteilten Verantwortung.
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SIEM

Siehe Sicherheitsinformations- und Event-Management-System.

Single Point of Failure (SPOF)

Ein Fehler in einer einzelnen, kritischen Komponente einer Anwendung, der das System stéren
kann.

SLA

Siehe Service Level Agreement.

SLI

Siehe Service-Level-Indikator.

ALSO

Siehe Service-Level-Ziel.

split-and-seed Modell

Ein Muster fur die Skalierung und Beschleunigung von Modernisierungsprojekten. Sobald

neue Features und Produktversionen definiert werden, teilt sich das Kernteam auf, um neue
Produktteams zu bilden. Dies tragt zur Skalierung der Fahigkeiten und Services lhrer Organisation
bei, verbessert die Produktivitat der Entwickler und unterstitzt schnelle Innovationen. Weitere
Informationen finden Sie unter Schrittweiser Ansatz zur Modernisierung von Anwendungen in der.
AWS Cloud

SPOTTEN

Siehe Single Point of Failure.

Sternschema

Eine Datenbank-Organisationsstruktur, die eine grol3e Faktentabelle zum Speichern von
Transaktions- oder Messdaten und eine oder mehrere kleinere dimensionale Tabellen zum
Speichern von Datenattributen verwendet. Diese Struktur ist flr die Verwendung in einem Data
Warehouse oder fir Business Intelligence-Zwecke konzipiert.

Strangler-Fig-Muster

Ein Ansatz zur Modernisierung monolithischer Systeme, bei dem die Systemfunktionen
schrittweise umgeschrieben und ersetzt werden, bis das Legacy-System auller Betrieb
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genommen werden kann. Dieses Muster verwendet die Analogie einer Feigenrebe, die zu
einem etablierten Baum heranwachst und schliel3lich ihren Wirt Gberwindet und ersetzt.
Das Muster wurde eingefuhrt von Martin Fowler als Moglichkeit, Risiken beim Umschreiben

monolithischer Systeme zu managen. Ein Beispiel fiur die Anwendung dieses Musters finden Sie
unter Schrittweises Modernisieren alterer Microsoft ASP.NET (ASMX)-Webservices mithilfe von
Containern und Amazon API Gateway.

Subnetz

Ein Bereich von IP-Adressen in |hrer VPC. Ein Subnetz muss sich in einer einzigen Availability
Zone befinden.

Aufsichtskontrolle und Datenerfassung (SCADA)

In der Fertigung ein System, das Hardware und Software zur Uberwachung von Sachanlagen und
Produktionsablaufen verwendet.

Symmetrische Verschllisselung

Ein Verschlusselungsalgorithmus, der denselben Schlissel zum Verschlisseln und Entschlisseln
der Daten verwendet.

synthetisches Testen

Testen eines Systems auf eine Weise, die Benutzerinteraktionen simuliert, um potenzielle
Probleme zu erkennen oder die Leistung zu Gberwachen. Sie kdbnnen Amazon CloudWatch

Synthetics verwenden, um diese Tests zu erstellen.

Systemaufforderung

Eine Technik, mit der einem LLM Kontext, Anweisungen oder Richtlinien zur Verfligung gestellt
werden, um sein Verhalten zu steuern. Systemaufforderungen helfen dabei, den Kontext
festzulegen und Regeln fir Interaktionen mit Benutzern festzulegen.

T

tags

Schlussel-Wert-Paare, die als Metadaten fur die Organisation Ihrer Ressourcen dienen. AWS Mit
Tags kénnen Sie Ressourcen verwalten, identifizieren, organisieren, suchen und filtern. Weitere
Informationen finden Sie unter Markieren lhrer AWS -Ressourcen.



https://martinfowler.com/bliki/StranglerFigApplication.html
https://docs.aws.amazon.com/prescriptive-guidance/latest/modernization-aspnet-web-services/
https://docs.aws.amazon.com/prescriptive-guidance/latest/modernization-aspnet-web-services/
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Synthetics_Canaries.html
https://docs.aws.amazon.com/AmazonCloudWatch/latest/monitoring/CloudWatch_Synthetics_Canaries.html
https://docs.aws.amazon.com/tag-editor/latest/userguide/tagging.html
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Zielvariable

Der Wert, den Sie in iberwachtem ML vorhersagen méchten. Dies wird auch als Ergebnisvariable
bezeichnet. In einer Fertigungsumgebung kénnte die Zielvariable beispielsweise ein Produktfehler
sein.

Aufgabenliste

Ein Tool, das verwendet wird, um den Fortschritt anhand eines Runbooks zu verfolgen. Eine
Aufgabenliste enthalt eine Ubersicht iiber das Runbook und eine Liste mit allgemeinen Aufgaben,
die erledigt werden mussen. Fir jede allgemeine Aufgabe werden der geschatzte Zeitaufwand,
der Eigentumer und der Fortschritt angegeben.

Testumgebungen

Siehe Umgebung.

Training

Daten fur Ihr ML-Modell bereitstellen, aus denen es lernen kann. Die Trainingsdaten missen

die richtige Antwort enthalten. Der Lernalgorithmus findet Muster in den Trainingsdaten, die die
Attribute der Input-Daten dem Ziel (die Antwort, die Sie voraussagen mdchten) zuordnen. Es gibt
ein ML-Modell aus, das diese Muster erfasst. Sie kdnnen dann das ML-Modell verwenden, um
Voraussagen fur neue Daten zu erhalten, bei denen Sie das Ziel nicht kennen.

Transit-Gateway
Ein Netzwerk-Transit-Hub, tGber den Sie lhre Netzwerke VPCs und lhre lokalen Netzwerke

miteinander verbinden kénnen. Weitere Informationen finden Sie in der Dokumentation unter Was
ist ein Transit-Gateway. AWS Transit Gateway

Stammbasierter Workflow

Ein Ansatz, bei dem Entwickler Feature lokal in einem Feature-Zweig erstellen und testen und
diese Anderungen dann im Hauptzweig zusammenfiihren. Der Hauptzweig wird dann sequentiell
fur die Entwicklungs-, Vorproduktions- und Produktionsumgebungen erstellt.

Vertrauenswdurdiger Zugriff

Gewahrung von Berechtigungen fur einen Dienst, den Sie angeben, um Aufgaben in Ihrer
Organisation AWS Organizations und in deren Konten in Ihnrem Namen auszufuhren. Der
vertrauenswiurdige Service erstellt in jedem Konto eine mit dem Service verknipfte Rolle, wenn
diese Rolle bendtigt wird, um Verwaltungsaufgaben fur Sie auszuflihren. Weitere Informationen



https://docs.aws.amazon.com/vpc/latest/tgw/what-is-transit-gateway.html
https://docs.aws.amazon.com/vpc/latest/tgw/what-is-transit-gateway.html
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finden Sie in der AWS Organizations Dokumentation unter Verwendung AWS Organizations mit
anderen AWS Diensten.

Optimieren

Aspekte lhres Trainingsprozesses andern, um die Genauigkeit des ML-Modells zu verbessern.
Sie kénnen das ML-Modell z. B. trainieren, indem Sie einen Beschriftungssatz generieren,
Beschriftungen hinzufligen und diese Schritte dann mehrmals unter verschiedenen Einstellungen
wiederholen, um das Modell zu optimieren.

Zwei-Pizzen-Team

Ein kleines DevOps Team, das Sie mit zwei Pizzen ernahren kénnen. Eine Teamgrolle
von zwei Pizzen gewabhrleistet die bestmdgliche Gelegenheit zur Zusammenarbeit bei der
Softwareentwicklung.

U

Unsicherheit

Ein Konzept, das sich auf ungenaue, unvollstdndige oder unbekannte Informationen bezieht, die
die Zuverlassigkeit von pradiktiven ML-Modellen untergraben kdnnen. Es gibt zwei Arten von
Unsicherheit: Epistemische Unsicherheit wird durch begrenzte, unvollstandige Daten verursacht,
wohingegen aleatorische Unsicherheit durch Rauschen und Randomisierung verursacht wird, die
in den Daten liegt. Weitere Informationen finden Sie im Leitfaden Quantifizieren der Unsicherheit
in Deep-Learning-Systemen.

undifferenzierte Aufgaben

Diese Arbeit wird auch als Schwerstarbeit bezeichnet. Dabei handelt es sich um Arbeiten,

die zwar fur die Erstellung und den Betrieb einer Anwendung erforderlich sind, aber dem
Endbenutzer keinen direkten Mehrwert bieten oder keinen Wettbewerbsvorteil bieten. Beispiele fur
undifferenzierte Aufgaben sind Beschaffung, Wartung und Kapazitatsplanung.

héhere Umgebungen

Siehe Umgebung.



https://docs.aws.amazon.com/organizations/latest/userguide/orgs_integrate_services.html
https://docs.aws.amazon.com/organizations/latest/userguide/orgs_integrate_services.html
https://docs.aws.amazon.com/prescriptive-guidance/latest/ml-quantifying-uncertainty/concepts.html
https://docs.aws.amazon.com/prescriptive-guidance/latest/ml-quantifying-uncertainty/concepts.html
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Vv

Vacuuming

Ein Vorgang zur Datenbankwartung, bei dem die Datenbank nach inkrementellen
Aktualisierungen bereinigt wird, um Speicherplatz zuriickzugewinnen und die Leistung zu
verbessern.

Versionskontrolle

Prozesse und Tools zur Nachverfolgung von Anderungen, z. B. Anderungen am Quellcode in
einem Repository.

VPC-Peering

Eine Verbindung zwischen zwei VPCs , die es lhnen ermdglicht, den Verkehr mithilfe privater IP-
Adressen weiterzuleiten. Weitere Informationen finden Sie unter Was ist VPC-Peering? in der
Amazon-VPC-Dokumentation.

Schwachstelle

Ein Software- oder Hardwarefehler, der die Sicherheit des Systems beeintrachtigt.

W

Warmer Cache

Ein Puffer-Cache, der aktuelle, relevante Daten enthalt, auf die haufig zugegriffen wird. Die
Datenbank-Instance kann aus dem Puffer-Cache lesen, was schneller ist als das Lesen aus dem
Hauptspeicher oder von der Festplatte.

warme Daten

Daten, auf die selten zugegriffen wird. Bei der Abfrage dieser Art von Daten sind malig langsame
Abfragen in der Regel akzeptabel.

Fensterfunktion

Eine SQL-Funktion, die eine Berechnung fur eine Gruppe von Zeilen durchfihrt, die sich in
irgendeiner Weise auf den aktuellen Datensatz beziehen. Fensterfunktionen sind nutzlich fir
die Verarbeitung von Aufgaben wie die Berechnung eines gleitenden Durchschnitts oder fur den
Zugriff auf den Wert von Zeilen auf der Grundlage der relativen Position der aktuellen Zeile.



https://docs.aws.amazon.com/vpc/latest/peering/what-is-vpc-peering.html
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Workload

Ein Workload ist eine Sammlung von Ressourcen und Code, die einen Unternehmenswert bietet,
wie z. B. eine kundenorientierte Anwendung oder ein Backend-Prozess.

Workstream

Funktionsgruppen in einem Migrationsprojekt, die fir eine bestimmte Reihe von Aufgaben
verantwortlich sind. Jeder Workstream ist unabhangig, unterstutzt aber die anderen Workstreams
im Projekt. Der Portfolio-Workstream ist beispielsweise fur die Priorisierung von Anwendungen,
die Wellenplanung und die Erfassung von Migrationsmetadaten verantwortlich. Der Portfolio-
Workstream liefert diese Komponenten an den Migrations-Workstream, der dann die Server und
Anwendungen migriert.

WURM

Sehen Sie einmal schreiben, viele lesen.
WQF

Siehe AWS Workload-Qualifizierungsrahmen.

einmal schreiben, viele lesen (WORM)

Ein Speichermodell, das Daten ein einziges Mal schreibt und verhindert, dass die Daten geldscht
oder geandert werden. Autorisierte Benutzer kdnnen die Daten so oft wie nétig lesen, aber sie
kénnen sie nicht andern. Diese Datenspeicherinfrastruktur wird als unveranderlich angesehen.

Z
Zero-Day-Exploit

Ein Angriff, in der Regel Malware, der eine Zero-Day-Sicherheitslicke ausnutzt.

Zero-Day-Sicherheitslicke

Ein unfehlbarer Fehler oder eine Sicherheitsliicke in einem Produktionssystem.
Bedrohungsakteure kénnen diese Art von Sicherheitslicke nutzen, um das System anzugreifen.
Entwickler werden aufgrund des Angriffs haufig auf die Sicherheitsanfalligkeit aufmerksam.

Eingabeaufforderung ohne Zwischenfalle

Bereitstellung von Anweisungen fur die Ausfihrung einer Aufgabe an einen LLM, jedoch ohne
Beispiele (Schnappschusse), die ihm als Orientierungshilfe dienen konnten. Der LLM muss sein
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vortrainiertes Wissen einsetzen, um die Aufgabe zu bewaltigen. Die Effektivitat von Zero-Shot
Prompting hangt von der Komplexitat der Aufgabe und der Qualitat der Aufforderung ab. Siehe
auch Few-Shot-Eingabeaufforderungen.

Zombie-Anwendung

Eine Anwendung, deren durchschnittliche CPU- und Arbeitsspeichernutzung unter 5 Prozent liegt.
In einem Migrationsprojekt ist es Ublich, diese Anwendungen auller Betrieb zu nehmen.
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Die vorliegende Ubersetzung wurde maschinell erstellt. Im Falle eines Konflikts oder eines
Widerspruchs zwischen dieser Ubersetzten Fassung und der englischen Fassung (einschlieRlich
infolge von Verzdgerungen bei der Ubersetzung) ist die englische Fassung maRgeblich.

Ixx
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